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Introduction

Lionel Fontagné

PSE (Université Paris 1) and CEPII

Ann Harrison

The Wharton School, University of Pennsylvania and NBER.

De-industrialization was accelerated by the 2008-2009 crisis in most high income countries. Yet

the trend began decades earlier, as comparative advantage of emerging economies shifted towards more

advanced goods and their growing populations commanded an increasing share in global demand. This

shift towards a factory-free economy in high income countries has drawn the attention of policy makers

in North America and Europe. Some politicians have articulated alarming views, initiating mercantilist

or beggar thy neighbor cost-competitiveness policies. Yet companies like Apple, which concentrates

research and design innovations at home but no longer has any factories in the United States, may be

the norm in the future.

This ongoing transformation of the industrial economies may be consistent with evolving compar-

ative advantage, but has signiVcant short run costs and requires far-sighted investments. These include

the costs to workers who are caught in the shift from an industrial to a service economy, and the need

to invest in new infrastructure and education to prepare coming generations for their changing roles.

A conference held in Paris aimed at providing an economic analysis of this phenomenon. A selection

of the papers presented has been chosen as a starting point of this book. Since then, authors have re-

vised their papers, prolonged their research, reVned their conclusions and drafted stimulating chapters.

We ended up with 11 contributions complementing each other and tackling the problem from diUerent

angles.

Richard Baldwin starts oU the volume by dividing global forces for trade and industrialization into

two historical periods. In the Vrst period, which he refers to as “globalization’s Vrst unbundling”,

falling transport costs and freer trade allowed the industrial countries to rapidly industrialize and dom-

inate manufacturing. From the industrial revolution through the early 1980s, rich countries beneVted
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from a virtual cycle of innovation, agglomeration, and increasing competitiveness in manufacturing.

Manufacturing wage increases were more than oUset by productivity increases, and G7 nations saw

their share of world GDP soar from a Vfth in 1920 to two-thirds by 1990. Baldwin attributes most of

the impetus to globalization during this Vrst unbundling to improvements in transport, which radically

lowered transport costs and allowed countries to exploit scale economies and comparative advantage.

With agglomeration, cities grew in size and the North industrialized while the South de-industrialized.

Beginning sometime between 1985 and 1995, according to Baldwin, this trend reversed. This is

the so-called “second unbundling”, when the nature of globalization changed and led to the upheaval

which is the focus of our book. Baldwin zeroes in on the ICT revolution as the driver of this change,

as telecommunications became cheaper and more reliable. The ICT revolution was accompanied by

the increasing integration into the global economy of a small number of developing countries, which

rapidly increased their share of global manufacturing as well as global GDP. While the Vrst unbundling

made it easier to buy and sell goods internationally, according to Baldwin “the ICT revolution changed

this. High-tech Vrms found it proVtable to combine their Vrm-speciVc know-how with low-wage

labour in developing nations”. European Vrms could now combine their manufacturing technology

with labor outside of Europe.

Baldwin describes the changing nature of globalization as shifting the drivers from lower transport

costs and tariUs which made it possible to concentrate production and exports in the north, to ICT

innovations which allow manufacturing to be dispersed and sent to the south. He also introduces

the concept of “smile curve economics”, Vrst proposed by Acer founder Stan Shih, whereby the share

of who appropriates value-added follows a so-called smile: high at the design phase, lower during

the manufacturing phase, and high again in the distribution phase. He points out that the smile

“deepened” during the second unbundling, as manufacturing’s share in value-added has fallen with

industrialization in the south.

What does all this imply for manufacturing jobs in Europe? Baldwin paradoxically concludes that

while industrial country manufacturing Vrms are likely to retain a leading role, manufacturing jobs in

the north will continue to decline. Industrial country Vrms will continue to extract a large share of

value-added through their role in product design and research and development, as well as sales, mar-

keting and after sales services, and will contract out or oversee manufacturing in the “south”. While

some manufacturing jobs will remain at home, they will more likely be the high skill intensive jobs.

While value-added may remain in industrial countries, it is unlikely that this will bring more factory

jobs. These shifts will support the ever-increasing importance of cities, which Baldwin concludes “are

to the 21st century what factories were to the 20th century. Urban policy will be the new industrial

policy.”
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The bottom line is that there is nothing like a traditional factory in the twenty-Vrst century. Tasks

have been split according to Adam Smith’s view of the pin factory, but thanks to digitization at the

global level. This has led to a dramatic reshaping of tasks maintained in the high level economies.

Growth is now fueled by talents and their agglomeration. Services and industry are one and the same

thing, and if there is something like a factory, this is now the big city where talents, ideas and services

can be combined. Hence the economic competition between agglomerations and the related policies

to support their development. The big challenge, from a macroeconomic perspective is the induced

disconnection between the creation of value added and the creation of jobs. Although the other face

of this coin is productivity gains, distributional issues will become increasingly relevant in advanced

economies as value is now shaped by intangible assets.

Japan is certainly one of the most aUected of the advanced economies: specialization in electronic

equipment, scarcity of resources, and oUshoring to low cost locations for most industrial tasks combine

here in a large shock to the domestic industry. Japan’s hollowing out is the focus of the second chapter

of the book, co-authored by Michael Ryan and Farid Toubal. Ryan and Toubal analyze a unique dataset

following Japanese Vrms between 1982 and 2001. Their data allows them to identify whether Japanese

multinational Vrms were responsible for the hollowing out of the economy in shifting manufacturing

jobs abroad.

Ryan and Toubal focus on the so-called lost decade which followed Japan’s economic collapse in

1991. They begin by documenting that an enormous expansion in Japanese multinational activity

began around that time. The number of Japanese multinationals jumped by 290 % between 1985 and

1992, and continued to rise at a slower pace after that. While Japanese overseas production was just

over 3 % in 1982, it increased by Vve fold over the next twenty years to reach 17.1 % in 2002. Ryan and

Toubal also document that over these decades Japanese multinational Vrms reallocated their networks

from North America to Asia and Europe. The share of Japanese vertical aXliates (located in a diUerent

business line than their parents) more than doubled in these two regions while it halved in North

America.

The aggregate employment data for Japanese multinationals is strongly suggestive of a hollow-

ing out. Between 1997 and 2012, for the manufacturing sector as a whole Japanese parents reduced

domestic employemnt by almost 3 %. While employment in Japan shrank in most sectors, Japanese

multinationals expanded employment abroad. Econometric evidence conVrms that Japanese multi-

nationals contracted domestic employment post 1991, although over the entire two decades the eUect

is surprisingly small and insigniVcant. This is partly because other Japanese companies also experi-

enced employment stagnation, so that in comparison Japanese multinationals do not appear to engage

in signiVcant hollowing out. Comparied to non-multinationals, Japanese MNCs reduced domestic
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employment by 0.17 % per year from 1992 to 2001, mostly in vertically-organized Vrms.

Ryan and Toubal conclude that there is only limited evidence of hollowing out of the Japanese

economy by Japanese MNEs moving production abroad. They hypothesize that the limited eUect

on domestic employment of outward Japanese MNE activity could be due to the well-known lifetime

employment policies adopted by many Japanese Vrms. Since their formal analysis stops in 2001, it is

also possible that the negative eUects accelerated after that period, as suggested by their tables showing

signVcant employment reallocation between 2001and 2012.

An alternative way to think about the de-industrialization in rich countries documented in the Vrst

two chapters of the book is through the concept of structural transformation. Recent databases on

trade in value added show that goods trade cannot easily be distinguished from services trade, and the

more so for advanced economies. This mirrors the shift from manufacture to services which has been

documented by Hollis Chenery and Moises Syrquin, among others. As income per capita increases,

there is a shift in the sectoral structure of the value added, employment and consumption patterns.

All in all, the shift in value terms is magniVed, compared to evolutions of value added in volume. But

the implied reduction in the labor share (as labor shifts towards less productive sectors) is at odds

with a balanced growth path combining a constant growth rate of real per-capita output, a constant

capital-output ratio and a constant labor income share over time.

Jean Imbs in his chapter describes this structural transformation taking place in OECD countries.

He documents that deindustrialization of rich economies is accelerating, as labor moves away from

industrial sectors. Imbs notes that “this reallocation is taking center stage in political circles, where

calls for industrial policy, rising regulation or protectionism are heard increasingly loudly.”

Imbs documents the main features of structural change in 15 OECD countries since 1970. He iden-

tiVes that deindustrialization began in the OECD in the 1980’s, but only in terms of changes in the

allocation of labor, not the allocation of value added. Beginning in the mid-1980s, employment shares

decreased in manufacturing, and increased in services. Imbs measures the changes in sectoral shares

over four decades. He Vnds that on average, employment shares in manufacturing have declined by

1.7 percent per year since 1970, whereas employment shares in services have increased by 1.3 percent

per year. Measured in terms of employment per se, manufacturing employment fell by 1.23 percent per

year while services employment increased by 1.82 percent. But the same is not true of the sector allo-

cation of value added. In particular, between 1970 and 2011, the share of manufacturing in value added

does not display any signiVcant trend. As labor productivity rose more quickly than elsewhere, this

actually also translated in higher wage growth for manufactures than for services. The reallocation

of employment away from manufacturing is consistent with Baumol’s (1967) view that sectors with

relatively high productivity growth lose employment.
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Imbs Vnds that for the OECD countries, the share of the manufacturing sector in value added exhib-

ited no clear downward trend between 1970 and 2011, whereas the share of services increased. This is

quite diUerent from the conventional view going back to Chenery, Robinson and Syrquin (1986), where

the reallocation goes from manufactures to services. Falling employment in manufacturing but stable

value-added shares are associated with rising productivity and wages in the manufacturing sector. As

Imbs points out, “de-industrialization would not be apparent just on output data”, which “suggests quite

some resilience in industrial production.”

Imbs also unpacks the trends within both manufacturing and services. While light industries fell

precipitously, the share of heavy industries (including metals, metal products, machinery, equipment,

and transport equipment) actually increased as a share of value added. In services, the number one

recipient of employment was administrative services, and the star in terms of output gains was ICT–

where employment, value added and productivity growth all increased.

Examining changes in structural transformation between 1970 and 2011, Imbs makes three addi-

tional observations. First, de-industrialization did not begin until the mid-1980s, and the share of

manufacturing value-added remained roughly constant until the year 2000, when deindustrialization

accelerated. We note in passing that the precipitious decline in manufacturing around this period has

been noted by others, particularly Justin Pierce and Peter Schott, who associate it with China’s entry

into the WTO in late 2001.

Second, Imbs notes that the share of construction in value-added contracted somewhat in the 1990s

but accelerated following the 2007-2008 Vnancial crisis. Finally, services has both accelerated its share

in GDP and its share in employment, with the result that employment is being drawn to the lowest

productivity sector. Imbs concludes his chapter by noting that one reason why “structural change

is back with a vengeance in policy conversations” is that post-2000 output shares of manufacturing in

value-added in the OECD Vnally declined. In the last six years of his sample, both labor and output

shares collapsed simultaneously in heavy manufactures. It was not until the 2000s, and the great

recession, that manufacturing output shares collapsed across all sectors in the OECD.

Whatever the mechanisms at play, the next chapter in this book suggests that the shift from indus-

try to services is to some extent a matter of deVnition. In the words of Matthieu Crozet and Emmanuel

Milet, “the frontier between manufacturing and services is quite blurry.” How do we deVne an indus-

try? Does one refer to large scale production, increasing returns, new consumption items increasingly

aUordable to the consumer? Taking such a broad view, many services could compare with industries.

And even within manufacturing industry in the usual sense, services represent an increasing share of

the value added. The shift towards services within the manufacturing sector is known as the “serviti-

zation” of the manufacturing sector.
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Crozet and Milet document the importance of the servitization of French manufacturing Vrms over

the 1997-2007 period, by looking at their supply of services. They deVne servitization as the increase

in the share of services in the Vrms’ production sales. They have a database of about 635,000 French

manufacturing Vrms, which allows them to identify trends in the percentage of services produced and

sold within manufacturing Vrms during the time period.

While most of the literature on deindustrialization focuses on the types of shifts from industry to

services documented in the chapters by Jean Imbs and Richard Baldwin, Crozet and Milet show that

these same trends are very much present within French Vrms themselves. They document a moderate,

but signicant and steady trend of servitization over the period. They also decompose the trend into

between and within Vrm changes, and Vnd that servitization is mainly driven by changes that occur

within Vrms. By the end of their sample period, in 2007, they document that 83 % of manufacturing

Vrms sold some services, 40 % sold more services than goods, and 26 % did not even produce goods.

There are both positive and negative implications of the chapter by Milet and Crozet. One the one

hand, taking servitization into account provides a harsher diagnosis about the deindustrialisation of

the French economy. Milet and Crozet estimate that the decline in the proportion of workers involved

in the production of goods has been up to 8% higher than the usual measures of deindustrialization

based on the proportion of workers employed in manufacturing Vrms. On the other hand, Milet and

Crozet argue that this kind of within Vrm shift towards services has a much more benign and likely

beneVcial impact on workers than the intersectoral shifts occuring at the macro level. While job

losses in manufacturing and job creation in services sectors in the aggregate industrial economies are

creating large social costs,the services provided by manufacturing Vrms are quite diUerent. These

services–think of an Apple or a Rolls Royce–are typically strongly linked to the product they sell.

Crozet and Milet optimistically conclude that “this strong complementarity is likely to support the

sales of manufacturing products and to defend manufacturing employment and enhance productivity.”

From a statistical point of view, a redeVnition of sectors and activities is needed as soon as manufac-

turing Vrms perform services. In contrast, some Vrms are outside the manufacturing sector according to

oXcial government statistics but nonetheless are heavily involved in the production of manufactured

goods. Although not actually producing such goods, how do we classify Vrms like Apple designing

and selling products without factories ? Bernard and Fort refer to these Vrms as "Factoryless Goods

Producers" and document their importance using US census data.

Bernard and Fort shift the focus outside of manufacturing to examine the importance of factoryless

goods producers, or FGPs for short, deVned as Vrms classiVed as part of the wholesale trade sector

but that “design the goods they sell and coordinate the production activites.” In their words, these

FGPs are “manufacturing-like” in the sense that they might take a product from the concept through
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production and delivery but do not actually engage in the production themselves. Examples of such

companies include Apple, Mindspeed Technologies (a fabless semiconductor company), and the British

appliance Vrm Dyson, which designs and sells innovative vacuum cleaners but no longer manufactures

them itself.

The chapter by Bernard and Fort is an important contribution to this book insofar as there exists

little evidence to date about the importance of these kinds of enterprises. The chapter is also particu-

larly timely as beginning in 2017 the US census Bureau will move FGP establishments to manufacturing.

Bernard and Fort estimate that this reclassiVcation of FGPs would have increased the number of man-

ufacturing employees in the USA in 2007 by a minimum of 431,000 to a maximum of 1,934,000, an

increase of between 3 and 14 percent.

While the servitization of Vrms implies an overly optimistic estimate for manufacturing employ-

ment according to Crozet and Milet, the signiVcance of factoryless goods producers suggests the oppo-

site in that many wholesalers are engaging in important aspects of the manufacturing process. Indeed,

according to Baldwin, the highest value-added aspects of manufacturing are captured by these FGPs,

with possible beneVts for Vrm productivity, innovation, and wage compensation.

Using the US Census Bureau Census of Wholesale Trade, Bernard and Fort estimate that FGPs

accounted for 37 percent of these establishments in 2002. Bernard and Fort suggest that “these results

challenge the stereotype of a wholesale establishment that simply intermediates between producer and

consumers. The wholesale sector is a heterogeneous mix of traditional resellers and plants that are

actively involved in production activities.”

The two chapters by Crozet and Milet and Bernard and Fort present contrasting phenomena: manu-

facturing Vrms increasingly engage in services – which represents “hidden deindustrialization” – while

part of the observed deindustrialization is due to sourcing and design activities performed by “facto-

ryless goods producers” whose activities were once done within manufacturing. There is indeed no

contradiction here: the boundaries of the Vrm – and the more so for multinational companies – are

permanently adjusted to focus on core competencies (catering is not a core competence for a car maker,

but designing new software might be). Thus the question is what should be internalized, what can be

performed arms-length (Antras, 2003) and how productivity is shaped this choice (Defever & Toubal,

2013). Making a decision on outsourcing is even more diXcult in an international context: in the

presence of incomplete contracts, only the largest and most eXcient Vrms will beneVt from oUshoring

(Antras & Helpman, 2004). All in all, there is nothing like a one-size-Vts-all strategy: diUerent Vrms,

with diUerent productivity levels, working in industries resorting diUerently to intangible assets, will

make diUerent choices. Some Vrms may even be contemplating oUshoring, but eventually deciding

against it.
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The next chapter by Lionel Fontagné and D’Isanto focuses explicitly on this critical question of

what to retain within the Vrm and what to outsource or oUshore. The chapter presents results from

the 2012 survey of global value chains in 15 European countries to uncover the main determinants of

international sourcing choices. They focus on a survey of 28,000 Vrms located in France, with more

than 50 employees at the end of 2008, belonging to industry, trade and non-Vnancial services sectors.

This survey, carried out by INSEE in 2012, is innovative in many aspects. The questionnaire aimed

to uncover the strategic choices made by Vrms to either perform activities themselves inside the Vrm,

sourcing in France, or abroad. One may criticize the joint treatment of domestic and oUshore sourcing,

but presenting the questionnaire in that way avoided focusing on the always sensitive question of

oUshoring. OUshoring of an activity was deVned as total or partial transfer of this activity to another

Vrm located abroad, which may, or not, be part of the parent’s group.

The survey made a useful distinction between core business activity and support business activities

of the respondents. Core business activity is usually the Vrm’s main activity, while support business

activities are carried out by the Vrm to allow or facilitate the production of goods or services for the

market or for third parties. Six segments of the value chain were considered beyond the core business of

the surveyed Vrm: distribution and marketing, sales and after sales services, ICT services, administra-

tive and management functions from legal services or accounting to corporate Vnancial and insurance

services, Research and Development, and a residual category.

Fontagné and D’Isanto identify reasons why leading Vrms decide to not oUshore certain activities,

and tentatively assess the direct consequences for employment of French Vrms’ oUshoring strategies.

The survey covered the decision to oUshore over a three-year period between 2009 and 2011. Only 4%

of French Vrms, representing 6.5% of employees in the Vrms within the scope of the survey, reported

at least one decision to oUshore. An additional 3% of the Vrms contemplated oUshoring, but eventually

decided not to. Firms that chose not to oUshore cited as reasons uncertainty about the quality of goods

and services produced in the oUshore location, the need for close interaction with clients, or legal and

administrative barriers in the host country and union problems in the home country.

Reasons for oUshoring, as reported by respondents, are very much in line with usual predictions

of theories addressing the boundaries of the multinational Vrms. Distance (a proxy for transaction and

information costs, beyond transport) is an important barrier to oUshoring. Also the strategic segments

of the value chain, when oUshored, are kept within the Vrm’s boundaries pointing to the potential for

problems related to incomplete contracts. OUshoring Vrms are shown to be diUerent: the larger the

Vrm’s employment, the larger the proportion of Vrms that oUshored parts of their activity. Similarly,

the proportion of Vrms that oUshore is increasing with share of exports in their turnover. For a given

sector, size and Vrm type, exporters oUshored on average four times more often than non-exporting
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Vrms. Larger Vrms source to more remote places, where enforcement of contracts can be more diXcult,

conVrming that in the presence of incomplete contracts, only the largest and most eXcient Vrms will

beneVt from oUshoring. Finally, Vrms that oUshore are not only bigger, they are also members of

international groups.

Lastly, Fontagné and D’Isanto estimate that 20,000 jobs (or 0.3% of employment in the surveyed

Vrms in 2011) were oUshored between 2009 and 2011. This Vgure however takes no account of gen-

eral equilibrium eUects, and is not based on a proper counterfactual. This is where surveys, although

very informative on certain decisions (like not oUshoring), are intrinsically an incomplete source of

information. Another, less obvious, limitation is worth mentioning: given the design of the survey

performed on behalf of EUROSTAT, the deVnition of oUshoring used excludes situations where relo-

cations of activity abroad goes hand-in-hand with an expansion of the activity at home. Although

deVning international sourcing as a substitute to domestic production is restrictive enough to avoid

misinterpretation of the questions by respondents, it neglects more complex strategies where outsourc-

ing and domestic activity are complements. The measure of job losses provided in this chapter must

accordingly be considered as indicative, as it excludes by assumption all oUshoring activity that could

be complementary with domestic activity.

Fontagné and D’Isanto provide a transition in this volume from documenting deindustrialization

in the north to measuring the implications for labor markets. The next part of the book shows that

deindustrialization has been accompanied by real costs for industrial country workers. Those costs

take the form of lower demand for less skilled workers, rising inequality, negative eUects on real wages

and declining power of unions. It is evident from the papers in this volume that the transition from

industrial to factory free or primarily service economies is painful for many segments of the population.

The chapter by Rosario Crino and Paolo Epifani suggests that large and rising global imbalances–

illustrated by China’s trade surpluses and US trade deVcits– have directly led to rising inequality in

industrial countries. They show, using a model which allows for a continium of intermediate trade

goods, that trade deVcits in industrial countries and surpluses in lower skilled countries can explain

increases in demand for skill in both regions. In their empirical work, they show using US data that

the results are consistent with their theory. They also rule out other explanations for increasing skill

intensity, such as skill-biased technical change (SBTC).

The model developed by Crino and Epifani builds on the insights of Gordon Hanson and Robert

Feenstra who showed that capital Wowing from a skill-intensive northern country to the south could

result in greater inequality in both countries. The intuition comes from the fact that more capital in

the south leads to a fall in the return to capital there, allowing the south to produce a greater set of

skill-intensive goods which can be traded and at the same time narrowing the set of skill-intensive
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goods in which the North has a comparative advantage. Crino and Epifani apply the same intuition to

a trade surplus in the south (and resulting trade deVcit in the north) and show that in their model this

also leads to greater demand for skill in both regions.

In their empirical section they present estimates consistent with their theory and take into account

other competing explanations for the rising demand for skill, including the role of oUshoring as well

as skill-biased technical change. They focus on within-industry changes in the US manufacturing

sector, and use as their measure of skill bias the share of non-production workers in value-added at the

disaggregated industry level. They begin by documenting at the aggregate level a positive correlation

between skill upgrading and the trade deVcit, which holds strong even after controlling for standard

proxies for oUshoring, trade openness and technical change.

Next, using a panel of 380 6-digit US manufacturing industries for the 1977 through 2005 period

they test whether sector-level trade deVcits are associated with a systematic within-industry increase

in the relative demand for skills. Consistent with their aggregate results, they Vnd a strong association

between sector level trade deVcits and skill upgrading within US industries. They also Vnd that this

eUect is statistically larger than the eUects of oUshoring, trade liberalization and SBTC.

Between 1983 and 2008, United States manufacturing employment declined from 22 to 16 million

workers. After the 2008 Vnancial crisis, the manufacturing sector lost an additional 2 million jobs.

Today, the US employment recovery remains anemic, and millions of Americans of working age are

either unemployed or out of the labor force entirely. In their chapter, Ebenstein, Harrison and McMillan

evaluate claims by critics of globalization that “good” manufacturing jobs have been shipped overseas,

and that China is to blame.

Ebenstein, Harrison, and McMillan identify shortcomings of research that is restricted to analyzing

workers within the manufacturing sector. The wage eUects of import competition on wages is typi-

cally identiVed by exploiting variation in the prices (or quantities) of imported goods across diUerent

manufacturing industries. Insofar as globalization aUects the US labor market by pushing workers

out of manufacturing and into services, a better measure of globalization’s impact is found by focusing

on occupational exposure to globalization, as workers can more easily switch industries than occupa-

tions, and so the wage declines will be felt by workers who are forced to leave manufacturing or their

occupation entirely.

In their previous work, Ebenstein, Harrison, andMcMillan (2014) presented evidence that an occupation-

based analysis is more eUective at uncovering the impact on worker wages of global competition. In

this chapter, they extend their previous analysis up to 2008, which allows them to include a period

characterized by rapid increases in oUshoring, especially to China.
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Their chapter also disaggregates the impact of geographically distinct sources of oUshore employ-

ment changes on domestic US wages. In particular, Ebenstein, Harrison, and McMillan measure the

impact of oUshore employment by US parents in China, Mexico, India, and other low income locations.

They also compare the eUects of import competition from China and oUshore employment in China on

US worker wages.

Consistent with their earlier work, they Vnd that oUshoring to low wage countries is associated

with wage declines for US workers, and the workers most aUected are those performing routine tasks.

Their results indicate that a ten percent increase in occupational exposure to import competition is

associated with a 2.7 percent decline in real wages for workers who perform routine tasks. They also

Vnd substantial wage eUects of oUshoring to low wage countries: a ten percentage point increase in

occupation-speciVc exposure to overseas employment in low wage countries is associated with a 0.27

percent decline in real wages for workers performing routine tasks for our entire sample, and nearly a

1 percent decline for 2000-2008.

The downward pressure from trade and oUshoring on USwages using occupational (but not industry-

level) measures of globalization explain the puzzling results found by Autor, Dorn, and Hanson (2013).

David Autor and his co-authors Vnd a positive, but insigniVcant impact of import competition on local

wages, leading them to conclude that “manufacturing plants react to import competition by acceler-

ating technological and organizational innovations that increase productivity and may raise wages”.

Ebenstein, Harrison, and McMillan in this volume suggest that occupational exposure to globalization

puts signiVcant downward pressure on wages because such a measure captures the movement of work-

ers out of manufacturing and into lower wage services. Using a subset of the CPS data where they are

able to follow the same worker over time, they measure what happens to worker wages when they

switch industries or occupations. They Vnd evidence that while the wage impacts of switches within

manufacturing are mild, leaving manufacturing for services is associated with an appreciable loss in

wages, and larger losses still for workers who are forced to switch occupation upon leaving manufac-

turing. This highlights the importance of examining the impact of globalization by looking beyond

workers only employed directly in manufacturing.

They then turn to a more in-depth analysis of competition from China, the US’s largest trading part-

ner and second most popular destination for oUshoring (after Mexico) in 2008. They present evidence

that both imports from China and oUshoring to China are associated with lower US worker wages.

Increasing occupational import penetration from China by a 10 percentage point share of a market is

associated with a 5.6% wage decline, and increasing occupational oUshore exposure to China is associ-

ated with a further 1.6% decline in wages. They compare for the Vrst time the impact of both import

competition from China and oUshore activities by US multinationals in China. The results suggest that
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focusing on imports alone (such as Autor, Dorn, and Hanson do) understates the role of globalization

in contributing to falling US wages.

Lastly, they examine the role played by trade and oUshoring in explaining US labor force participa-

tion. In the wake of the global Vnancial crisis, the US suUered persistently high rates of unemployment

relative to historical averages, and generational lows in labor force participation rates. Ebenstein, Harri-

son, and McMillan show that neither oUshoring nor international trade are associated with a signiVcant

reduction in labor force participation. Their results indicate that the most important factors associated

with a reduction in US labor force participation during the sample period were computer use rates or

increasing capital intensity, and that oUshore activities to China or elsewhere played a very small role.

Francis Kramarz also focuses on the costs to the labor market of increasing international compe-

tition. He examines the impact of globalization on the labor market in France. The Single Market

Program (SMP), an attempt to implement the European Community’s internal market, was conceived

in 1985, launched in 1988, with the hope of being achieved around 1992. It entailed decreased tariUs

and barriers within the EC, leading to a rapid increase in import competition in France during the sec-

ond half of the 1980s. Kramarz addresses two questions in his chapter: with increased competitive

pressures and expanded opportunities due to the SMP, was foreign outsourcing a possible response to

the high wages and strong unions? Second, he asks what was the impact of increased outsourcing on

wages and employment.

Kramarz begins his chapter with a formal theoretical model that shows how the threat of oUshoring

forces workers in Vrms with strong unions to accept a lower share of the proVts. OUshoring creates

a threat point that reduces the size of the rent to be shared after bargaining. This pushes Vrms facing

strong unions to outsource. Through these changes in the quasi-rent, this eUect depresses wages. One

important contribution of this chapter is to trace out the mechanism from oUshoring to its(negative)

impact on worker wages, which occurs as Vrms with stronger union activity are able to bargain more

eUectively with their workers.

Kramarz is able to use a unique French dataset that has Vrm level information on outsourcing

decisions, imports, and union strength. He combines that data with matched employer and employee

data that allows him to measure the impact of globalization on wages at the disaggregate level. He uses

the exogenous shock of the SMP to trace out Vrst its eUect on the bargaining strength of unions at the

Vrm level, and consequently the impact on Vrm level decisions to outsource employment. Outsourcing

and import competition at the Vrm level in turn aUected domestic wages and employment.

Kramarz shows both theoretically and empirically that in France there are essentially two types of

Vrms, depending on their bargaining regime: Vrms facing strong unions in which workers capture half
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of the rents and Vrms facing weaker unions where workers are paid their opportunity wage. Kramarz

Vrst identiVes the exercise of union power with Vrm size, in particular with Vrms with at least 50

employees. The Vfty employee cutoU is associated with the Auroux Laws in France, which stipulate

that bargaining should take place every year in an establishment or a Vrmwith more than 50 employees.

Kramarz then goes beyond the Vrm size cutoU and uses Vrm level information on union activity to

conVrm the extent of union strength.

Kramarz Vnds that large Vrms decrease employment when their oUshoring increases. At the same

time, rent sharing declines. In terms of magnitudes, he Vnds that a ten percentage point increase

in the share of oUshoring in sales is associated with a 1.3 percentage point decrease in employment.

Kramarz concludes that Vrms facing strong unions increased oUshoring and decreased employment

while other Vrms increased relative employment and used outsourcing much less intensively. As he

points out,“Union strength may well have backVre”.

Fiorini, Jansen and Xsie summarize the trends documented in the Vrst nine chapters of this book,

documenting increasing globalization, structural change in all economies, and employment losses in

manufacturing. One issue that remains unresolved is the relative importance of oUshoring, labor sav-

ing technological change and Vnally the natural shift of economies towards services in explaining these

global trends. These shifts are not independent: oUshoring is one consequence of the shifting compar-

ative advantage of industrialized economies, and technical change is partly a response to competition

from low-wage countries. If structural change observed in industrialized countries goes hand-in-hand

with oUshoring, it should also have a mirror image: structural change in the developing world. This is

the global and complex picture addressed in this chapter.

Fiorini, Jansen and Xsie take a comprehensive view of structural change by comparing and con-

trasting trends in both developing and industrialized countries. Two questions are the focus of the

research presented in their chapter: (1) has structural change accelerated in recent years, and (2) has

the movement of factories to the developing world been systematic and global?

On the Vrst question, focusing in particular on the relative role of the manufacturing sector in the

U.S., the chapter suggests that changes in recent years are not dramatic. The decline in the manufactur-

ing employment has been constant over the past three decades. A somewhat diUerent picture arises in

terms of value added, as a result of changes in relative prices and productivity diUerentials: the sector’s

role in terms of (the volume of) value added declined less than employment.

On the second question, in most industrialized countries, the decline of the manufacturing sector

has occurred in conjunction with increased imports from the developing world, suggesting causality

between the two. However, changes observed in the sectoral composition of economic activity are

far more complex than what would be expected from this pure oUshoring story. Interestingly, even
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China, the so called “world’s factory” has experienced a decline in the relative weight of manufacturing

employment in the 1990s, while Japan, Germany and Korea, instead, went through signiVcant labor

shedding in manufacturing in the 1990s and now have trade surpluses with China. Such structural

transformation in China suggests that the gradual decline in employment shares of manufacturing

cannot be attributed primarily to emerging market competition but are part of a global and perhaps

universal process of structural transformation.

In light of this inconclusive prima facie evidence, Fiorini, Jansen and Xsie seek to properly measure

structural change. They use their Structural Change Index, which reWects the share of a given economy

that has shifted sectoral allocation over a certain period of time. This index does not indicate the

direction of change (it does not say whether economic activity has moved away from manufacturing

towards services or vice versa) but the intensity of change. Interestingly, this measure can easily be

compared across countries. It can be calculated using sectoral value added data, and using employment

data as well.

Structural change in terms of value added has not accelerated over the past three decades for the

United States, whereas it has in terms of employment. This acceleration does not necessarily hold for

other developed countries and one should refrain from drawing general conclusions based on the US

example only.

Finally, one would like to correlate growth and structural change, but no general pattern arises.

In most advanced economies, the values of the structural change index are comparable across decades

while decade level growth rates have declined. In Asia, growth rates have remained relatively stable

across the decades, while most of the reshuYing took place in the 1980s. Finally, for Latin America there

may be a negative relationship between growth and structural change. All in all, the evidence suggests

no clear link between growth and structural change. The lack of systematic evidence is conVrmed by

an econometric exercise in which the structural change index is regressed over periods and regions,

controlling for income and Vnally economic growth. Structural change can take place in a context of

positive, no or negative growth.

These inconclusive Vndings, which refute the popular view of a direct relationship between growth

in developing countries and deindustrialization in the developed world, lead Fiorini, Jansen and Xsie to

conclude that structural change is not automatically associated with productivity increases or growth.

Episodes of large structural changes in economies at diUerent level of development not necessarily co-

incide. Microeconomic evidence, ideally using matched employer employee data, is needed to precisely

assess what are the ultimate consequences of oUshoring and deindustrialization on the labor market.

The last chapter of the volume is by Philippe Martin, Thierry Mayer, and Florian Mayneris. They

explore why some Vrms were able to weather the 2008-2009 crisis better. In particular, they focus on
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the role of cluster policies in allowing some exporters to survive the collapse of international trade in

2009 better than others. This focus on cluster policies also allows these authors to address the policy

challenges of deindustrialization and worker dislocation which is a theme of this entire book.

They are speciVcally interested in French cluster policies, the “pôles de compétitivité (competi-

tiveness clusters)” policy, which was launched in 2005. Their results show that the agglomeration of

exporters positively aUects the survival probability of Vrms on export markets, and conditioning on

survival, the growth rate of their exports. However, these spillover eUects were not stronger during the

crisis; if anything, the opposite is true. They then show that this weaker resilience of Vrms in clusters

is probably due to the fact that Vrms in clusters are more dependent on the fate of the largest exporter

in the cluster.

As Martin and his co-authors point out, “clusters are popular among policy makers. There are

good reasons for this: geographical concentration of Vrms operating in the same industry has been

extensively shown to favor Vrm-level economic performance.” The chapter points out that previous

literature shows modest gains from public policies that provide incentives for more clustering. This is

because agglomeration gains are already partly internalized by Vrms in their location choices.

Philippe Martin and his co-authors Vll the gap in the business cycle literature by investigating

whether Vrms in clusters resist better to economic shocks than others. They highlight an interesting

feature of clusters that had been ignored so far: by reinforcing the relationships and the interdependen-

cies between Vrms, clusters might amplify the transmission of shocks, and thus increase the volatility

of the activity at the local level. Policy makers interested in promoting clusters need to bear it in mind

when evaluating the costs and beneVts of of implementing a cluster policy.

This book addresses the new role for technology, which makes it possible to handle complexity and

to exchange an unprecedented amount of information on a global scale instantaneously. Recent devel-

opments in the literature on global value chains (see Baldwin, this volume) give a better understanding

as to what extent trade in intermediate goods changes the overall picture of traded value added. Such

changes may lead researchers to compute adjusted revealed comparative advantage indicators (Koop-

man, Wang & Wei, 2014).

Choices made by Vrms clearly aUect their total employment, conditional on the complementarity or

substitutability of the oUshored tasks. But beyond the volume of hours worked, choices regarding the

boundaries of the Vrm aUect the nature of tasks performed within the Vrm. In a factory free economy,

the content of tasks performed in the industrial sector has little to do with the physical transformation

of materials into products. The two main activities are designing new products, or new bundles of

products and services (Iphone and Itunes), and supervising the global value and logistic chains leading

to the physical product delivered to the Vnal consumer. Most of the tasks are about R&D, and treatment
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of complex batches of information. Associated tasks being skill-intensive, the skill content of tasks

performed within the factory free company is diUerent.

We know since Feenstra and Hanson (1996) that the vertical fragmentation of production at the

international level contributed to rising wage inequalities in the United States. What is diUerent in the

case of “factory-China” is the size of the country where physical production activities are oUshored. In

such a case, trade imbalances (only partially compensated by services income, e.g. royalties) may well

reinforce the mechanisms at stake on industrial country labor markets. International trade is no longer

about products, but tasks (Grossman & Rossi-Hansberg, 2008). Low-wage countries tend to specialize

in oUshorable tasks, while advanced countries specialize in the less oUshorable segments of sequential

value chains handling complexity, while unskilled non-oUshorable tasks may be maintained as well.

The new international division of labour within the factory-free company accordingly imposes a

diUerent approach when analysing the impact of globalization on the labour market. The question

becomes whether a worker’s occupation can be performed more cheaply and reliably in a low-wage

economy. Reorganization of production on a global scale has led to the reallocation of workers away

from high wage manufacturing jobs into other sectors or other occupations within industry. Trade in

tasks can aUect a wider class of workers than those directly aUected to handling physical products.

Displaced workers will face a reduction in their earnings, as they shift industries (even from manu-

facturing to services) but continue performing tasks that are routine and oUshorable. Indeed, Kramarz

in this volume shows that unions can paradoxically reinforce the desirability of oUshoring for Vrms

confronted by competition, but could also limit the ultimate recourse to oUshoring as well.

If the distinction between industry and services is no longer relevant, if tasks performed are the

relevant prism to analyze transformations in the labour market, and if cities are the twenty Vrst century

“factories”, how should public policies adjust? One dimension is that public policies should target

individuals, rather than industries (manufacturing or services), when addressing employment issues.

The other dimension is about the promotion of cities. How do we interpret the evidence presented

in the last chapter of this book that productivity gains are associated with clusters? Denser areas are

more productive. This can be due to selection, as only the most productive Vrms can survive in more

competitive environments. This can also be due to agglomeration economies, associated with a better

access to a variety of inputs, or the circulation of ideas (Duranton& Puga, 2004). If such diUerence in

eXciency of big cities is mainly the outcome of a selection issue, and if Vrms internalize agglomeration

economies in their location decisions, the gains to be expected from policies reinforcing clustering

might be limited. Fortunately, selection is only part of the answer. The comparison of the empirical

Vrm productivity distribution across high and low density locations conVrms that there is a substantial

eXciency premium associated with city size, even higher for highly productive Vrms (Combes et al.,
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2012). Fontagné & Santoni (2015) explain this outcome in terms of Vrm optimization in terms of hiring

and displacing inputs. Resource misallocation and the associated eUect on productivity is not only

related to Vrms characteristics but also to the environment in which Vrms operate. Denser locations

oUer a better match between employers and employees, hence higher overall productivity, beyond

individual Vrm characteristics.

This book presents contributions from leading researchers studying the process of deindustrializa-

tion. These researchers, based in Europe and the United States, present a daunting picture of a new,

factory free world. Richard Baldwin begins the volume with a broad sweep of history showing that

deindustrialization is happening in all the industrial countries. Jean Imbs reinforces the picture. Our

authors then show that the macro level trends away from manufacturing are reinforced by micro Vrm

data for Japan, the United States, and countries in Europe.

The chapters by Richard Baldwin, Jean Imbs, and Fiorini, Jansen and Xsie all concur that structural

transformation towards a factory free economy has been happening in industrial countries for many

decades. The evidence in this book suggests that deindustrialization is a process that happens over

time in all countries, even China today. One implication is that the current vogue of China-bashing is

not likely to provide a solution to these long term trends. Another implication is that the distinction

between manufacturing and services is likely to become increasingly blurry. More manufacturing Vrms

are engaging in services activities, and more wholesale Vrms are engaging in services. One optimistic

perspective suggests that industrial country Vrms may be able to exploit the high-value added and skill

intensive activities associated with design and innovation, as well as distribution, all components of the

global value chain for manufacturing.

A less optimistic picture emerges when we turn to an evaluation of the impact of these trends on

industrial country labor markets. While international economists for many years downplayed the tran-

sitional costs associated with structural changes, it is increasingly evident that globalization imposes

signiVcant adjustment costs. Those costs are borne disproportionately by less skilled workers. One of

the great challenges of the twenty Vrst century will be how to improve the lives and opportunities for

those left behind.
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Chapter 1

Factory-free Europe?

A two unbundlings perspective on Europe’s
20th centurymanufacturingmiracle and 21st
century manufacturing malaise

Richard Baldwin

Graduate Institute, Geneva and Oxford University

1.1 Introduction

For a century, textile mills were abundant in the US state of South Carolina. Jobs were plentiful for

high-and low-skill workers alike. This is no longer true (Davidson 2012). South Carolina low-skill

workers are Vghting robots at home and China abroad. The battle is not going well. Digitally-assisted

manufacturing transformed South Carolina textile mills into nearly autonomous, computer-run ma-

chines. The telling local joke is that a modern textile mill employs only a man and a dog. The man is

there to feed the dog, and the dog is there to keep people away from the machines.

Manufacturing is bifurcating. Stages of production that stay in the US employ a few high-skilled work-

ers and lots of technology. Low-skill occupations are packed up into stages and oUshored to low-wage

nations, or automatized. Things have not yet gone so far in Europe, but the trend is clear. Europe’s

postwar manufacturing miracle has turned into the 21st century manufacturing malaise.

This malaise evokes an understandable nostalgia from policymakers, social activists and analysts. In

1950, a Vfth of Europeans worked on farms, incomes were low, and social services were meagre. By the

1973 oil shock, Europe was transformed. Postwar hunger, dislocation and destruction were replaced by

mass consumerism and middle-class aYuence. Europe’s cradle-to-grave social policy was the envy of

29
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the world. All this was closely correlated with Europe’s manufacturing miracle. Industrial output rose

faster than national incomes and industrial exports grew faster than either (Crafts and Toniolo 1996).

Many take this manufacturing-prosperity correlation as causal and seem determined to Vght Europe’s

current malaise by fostering European manufacturing. It worked for the post-war generation, why

can’t it work for the post-Crisis generation?

This paper suggests a stark answer: Manufacturing cannot play the role today that it did in the postwar

years for one simple reason. The nature of globalisation changed.

1.1.1 Globalisation and manufacturing changed

For a century and a half, globalisation was driven by lower trade costs that separated production and

consumption internationally while clustering it locally into factories. I call this globalisation’s 1st

unbundling.1

Freer trade allowed Europe to exploit its comparative advantage in high-end manufacturing. Europe’s

industrial wages were high, but it was globally competitive since the technology gap more than oUset

the wage gap. Growing production fostered innovation and agglomeration which boosted European

competitiveness thus feeding a virtuous helix of production, innovation and employment. The opposite

happened in poor nations. This is why the 1st unbundling saw the ‘North’ industrialise and the ‘South’

deindustrialise with most of the action coming before WWI (Table ??).

This changed from the late 1980s, when globalisation began to be driven by the ICT revolution rather

than lower trade costs (Baldwin 2006). Cheaper, surer and more ubiquitous communication made it

feasible to organise complex manufacturing processes at distance. Globalisation’s ‘2nd unbundling’

involves the unbundling of Europe’s factories in two ways: fractionalisation and dispersion. Manufac-

turing processes fractionalised of into Vner stages of production – many of which had more extreme

factor-intensities. Given vast wage diUerences, many of the unbundled stages shifted to low-wage na-

tions – along with generous doses of European technology. This explains why the 2nd unbundling saw

Northern de-industrialisation and Southern industrialisation – just the reverse of the 1st unbundling.

The deep economic fundamentals of this tectonic shift are twofold:

• The heightened international mobility of European technical, managerial and marketing know-

how; and

• The fact that know-how is Vrm-speciVc rather than nation-speciVc.

During the 1st unbundling, European workers and European technology were on the same team. Glob-

alisation’s 2nd unbundling split up the European labour-technology team.

1See Baldwin (2008) for the original presentation of the two-unbundlings view of globalisation.
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Before the ICT revolution, high European wages were more than oUset by high productivity in skill-

intensive stages. While productivity did not oUset high wages in low-skill stages, the team as a whole

was competitive globally. The ICT revolution made it feasible to spatially unbundling the team. It gave

European manufacturers the option of leveraging their Vrm-speciVc know-how with high-wage labour

at home for some stages and low-wage labour abroad for other.

• In this sense, European manufacturing continues to Wourish – at least when one deVnes ‘Euro-

pean’ in terms of know-how rather than the location of factories and passports of the workers.

Recombining European technology with low-wage labour is the key. European policy choices mean

that low-skill labour cannot move to the technology, so the technology moves to the labour. This out-

come has many monikers – oUshoring, fragmentation, vertical specialisation, production unbundling,

production sharing, global value chains, etc. A similar phenomenon happened during the prewar phase

of globalisation’s 1st unbundling but then the recombination involved European labour going to New

World land.

1.1.2 Prima facie evidence of the changes

Globalisation’s 2nd unbundling had radically diUerent eUects compared to the 1st, as Figure 1.1 shows.

During the 1st unbundling, G7 nations saw their share of world GDP soar from a Vfth in 1820 to two-

thirds by 1990. From about 1990, the G7’s shares dropped to under 50% – about where it was 110 years

ago.

Insert Figure 1.1 here

Source: Maddison’s database and WTO database.

As Figure 1.2 shows, the absolute number of manufacturing jobs has fallen in developed economy since

globalisation’s 2nd unbundling (Figure 1.2, left panel) and manufacturing’s share of jobs fallen steadily

since 1970. Globalisation has been only part of the reason for this job loss. Debande (2006) notes that

expenditure shifts towards services has pulled labour out of manufacturing2 just as rapid productivity

growth reduced the need for workers at any given level of output. Schott (2012)

Insert Figure 1.2 here

Source: US Bureaus of Labor Statistics online data.

2 Being non-traded, prices and wages adjust until enough local labour is pulled into these sectors to meet local demand. Given
that there is so little labour left in agriculture, the shift to services necessarily comes at the expense of industry.
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European manufactures’ position has also slipped - gradually during the 1st unbundling and rapidly

since the 2nd (Figure 1.3, left panel). Europe lost Vve percentage point in the two decades following

1970, but more than twice that during the two decades following 1990. The chart also shows that the

trend is shared by the G7 nations as a whole - this is not a Europe-speciVc phenomenon. The right

panel zooms in on the Vve biggest European manufacturers, showing how all have lost global market

share.

Insert Figure 1.3 here

Source: unstats.un.org

Insert Figure 1.4 here

Source: unstats.un.org

Europe’s manufacturing malaise is not universal as Figure 1.4 shows. Poland has seen a very important

industrialisation during the 2nd unbundling as have the Czech and Slovak Republics and Ireland. Swe-

den and Finland have also managed to counter the general advanced nation deindustrialisation trend.

For all of these apart from Turkey, an inWection point of sorts seems to occur around 1990. Note that

all these nations are part of the German supply chain (as we document below) except Ireland, which is

heavily involved in the British and US supply chains.

1.1.3 Plan of the paper

The next two sections look at the 1st and 2nd unbundlings in more detail to explain how the Vrst

fostered the European manufacturing miracle while the second fostered manufacturing malaise. The

subsequent section looks ahead with conjectures on how on-going globalisation is likely to impact

European manufacturing. The Vnal section presents my concluding remarks.

1.2 Globalisation’s 1st unbundling

Before turning to details of globalisation’s 1st and 2nd unbundlings and their economic logic, we brieWy

set the stage by considering the pre-globalised world.



33

1.2.1 The pre-globalisation world

Since the rise of agriculture, the costs of moving goods, ideas and people forced a geographic “bundling”

of production and consumption. Long distance trade did exist, but it was only for exotic items with high

value to weight ratios. Every village made almost everything it consumed. Since most humans were

engaged in subsistence agriculture, the world’s economic geography was quite homogenous. The world

really was ‘Wat’ from an economic perspective, apart from a few cities.

The pre-industrialised world had no factories. This dampened innovation on both the demand side

and supply side. A brilliant idea meant little if it was only applied on a very local scale so demand

was modest. Innovation Wourishes when many people look at similar problems from dissimilar angles,

so spatially separating problem-solvers hinders the supply of innovations. In the pre-industrial world,

there was little technological progress – certainly nothing like the sustained rise in productivity that

drives modern growth.

Insert Figure 1.5 here

As Figure 1.5 shows, there was virtually zero per capita income growth until the second millennium

(West European annual growth rates shown above bars in left panel). Growth started only in Western

Europe – basically after the Black Plague (Findlay and O’Rourke 2007). Until the industrial revolution,

growth remained at zero in most of the world and a pitiful tenth of a percent even in Western Europe.

Up until the late 19th century, Asia was by far the largest economic mass given its population. In the

pre-globalised world, however, the size of the market mattered little as so little of it was accessible to

all but the most local producers.

1.2.2 Production and consumption unbundle spatially

Improvements in shipping technology, especially steam power, released the world from the shackles

of ‘village economics’. Railroads and steamships radically lowered transport costs thus making it fea-

sible to spatially separate production and consumption (O’Rourke and Williamson 1999 Chapter 3).

Scale economies and comparative advantage made separation proVtable. International trade boomed as

production shifted internationally towards the most cost-eUective locations. As production dispersed

internationally, it concentrated locally into large-scale factories with these gathering in industrial dis-

tricts. Consumption clustered into ever-larger cities. This was globalisation’s 1st unbundling.

Baldwin andMartin (1999) list the Vve central outcomes of globalisation’s 1st bundling: (1) Industrialisation/De-

industrialisation – the ‘North’ (Western Europe, Japan, the US, etc.) industrialised while South (espe-
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cially India and China) de-industrialised (Bairoch 1982, Findlay and O’Rourke 2007); (2) International

income divergence – North and South incomes diverged massively (Prichett 1997) as Figure 1.5 shows;

(3) International Trade boomed (Jacks et al. 2011); (4) growth take-oUs occurred (Rostow 1960); and (5)

urbanisation accelerated in the North.

Northern industrialisation and Southern de-industrialisation

The Industrial Revolution was revolutionary but came from a century of incremental technical, organi-

sational, social and institutional changes. The starting date 1776 provides as good a landmark as Crafts

(1995) Vnds a structural break in the growth of British industrial production in 1776. Belgium was next

– industrialising rapidly between 1820 and 1870 with France, Switzerland, Prussia and the US followed

in the 1830s and 1840s. Russia, the Austria-Hungarian Empire, Italy, Sweden, Canada and much of the

rest of Europe came along during the end of the 1800s.

As the 19th century reached into its second half, new industries and production methods emerged. Thus

began the so-called second industrial revolution. In sectors such as steel, chemicals, electrical goods

and engineering products based on internal combustion engines, Germany and the US leapfrogged the

UK. As Europe industrialised, the South deindustrialised (Kuznets 1965, p.20, Braudel 1984, Chaudhuri

1966).

The rise of global trade during the industrial revolution has been widely documented (Findlay and

O’Rourke 2007). Figure 1.6 shows the facts from 1870 onward along with two measures of the impact of

the steam revolution on trade costs. The volume of trade expanded 328% over the whole period, with a

noticeable acceleration from 1895 or so. On average, trade grew at about 4% per year. Trade costs came

down from between 40% and 60%; this was enough to open up vast swaths of the world’s land masses

to international trade.

Insert Figure 1.6 here

Source: Jacks et al. (2011), and Williamson and Mohammed (2004).

Urbanisation

While large cities had arisen at various times in history, up until the industrial revolution, no city

grew larger than Rome was when the Vrst millennium started. As Table 1.2 shows, western cities saw

declining populations until the 18th century. Eastern cities reached their peak around the turn of the

Vrst millennium and then declined. They re-attained the year 1000 populations only in the 19th century.

The key fact for our purposes is that the population in all cities began to rise with the 1st unbundling
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– not only those in rapidly industrialising nations.

1.2.3 Economics of the 1st unbundling

The economic logic of the globalisation’s 1st unbundling is best understood with a combination of the

new economic geography (Krugman 1991a, b, Venables 1996) and endogenous growth theory (Romer

1986, 1990; Lucas 1988; Aghion and Howitts 1991).

To describe the fundamental economic logic as cleanly as possible, we explain the economics a highly

simpliVed economy. There are two nations – North and South – that are identical ex ante, i.e. in the

pre-globalised, pre-industrial era. The Vrst task is to consider the ‘new economic geography’ of the

industrial revolution and its association with trade costs. The basic argument is from Krugman and

Venables (1995).

NEG forces: Agglomeration and dispersion

The focus of the new economic geography (NEG) is on Vrms’ location decisions. These decisions rest

on the balance of two sets of forces – dispersion forces and agglomeration forces.

Dispersion forces favour the geographic dispersion to avoid some sort of congestion broadly deVned.

The key, global-level dispersion force is local competition, i.e. that Vrms would, ceteris paribus, pre-

fer to put trade costs between them and the bulk of their competitors. Agglomeration forces favour

spatial clustering. While there are many such forces most only operate on a very local scale (like the

knowledge spillovers) and are thus not relevant to explaining the 1st unbundling’s global pattern of

industrialisation and deindustrialisation.

Note in a somewhat dated terminology demand and supply linkages are called ‘backward and for-

ward linkages’. The two key agglomeration forces are supply-side and demand-side circular causality.

Demand-linked circular causality is driven by market size. Firms want to locate where they have good

access to customers to reduce selling costs. But since Vrms buy inputs from other Vrms and attract

workers who spend locally, Vrm relocation feeds back into market size. The causality is thus circular.

The second agglomeration force involves ‘supply linkages’. Firms operating at industrial scales buy

many inputs from other Vrms, so locating near an industrial cluster reduces the cost of inputs (avoids

transportation costs). The causality becomes circular since each new Vrm oUers its supply and thus

lowers the production cost of the location.

Starting from very high, pre-steam power trade costs, a gradual reduction of transportation costs erodes

both the agglomeration forces and the dispersion forces – place begins to matter less. In a wide class of

models, dispersion forces start out stronger than agglomeration forces, so the symmetric equilibrium is

stable, but improved transportation erodes the dispersion forces faster. As a result, there is a threshold
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level of trade costs below which all industry moves to one region or the other. As history would have

it, this was the North, even though the South was larger economically when taken as a whole (Figure

1.5). Of course, the NEG framework leaves out many, many important factors for the safe of clarity, but

for particular instances, the omitted factors may be critical. For a broader view, see Scott and Storper

(1986).

This explains three of our facts: industrialisation of the North, deindustrialisation of the South and

the boom in trade as the South focuses on exporting primary goods and the North on manufacturers.

Within each region this sort of ’punctuated equilibrium’ time path would appear as a sweeping inter-

sectoral resource shift not unlike the observed one during the Industrial Revolution.

Growth take-oU with endogenous growth theory

This agglomeration of industry surely localised knowledge spillovers. As per the endogenous growth

literature extenuating such spillovers is pro-growth.

Virtually all endogenous growth models posit technological externalities that prevent the return to fur-

ther investments from falling as the human, physical, and/or knowledge capital stocks rise. Indeed,

Rosenberg (1994), Macer (1993) and Crafts (1995) explicitly stress the importance of localized cumula-

tive learning processes in their accounts of the Industrial Revolution.

Baldwin, Martin and Ottaviano (2001) show how combining these two sets of lessons can produce a

two-region model in which the gradual, exogenous lowering of trade costs driven by lower transporta-

tion and communication costs as well as by market opening initiatives can produce three stages of

growth.

• In the Vrst stage with high trade costs, gradual improvements in transportation technology boost

trade gradually. Growth may be positive, in ‘village economy’ setting but low since the geo-

graphical dispersion of industry hinders the externalities essential to innovation.

• In the middle stage when trade costs have just entered the ’catastrophic’ region, industrial ag-

glomeration occurs very rapidly. This industrialization triggers a take-oU in North and stagnation

in South. The agglomeration of industry and growth bifurcation produces a massive income di-

vergence that continues until the industrial saturation point is reached in the North.

• In the third stage, high growth becomes stable and self-sustaining in both regions, but the income

divergence persists.
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The Baldwin-Martin-Ottaviano model captures elements of the classic analyses by Kuznets and Rostow.

Kuznets (1966) divides growth into two types: traditional growth (pre-1750) and modern economic

growth (post-1750). The distinctive feature of modern growth, according to Kuznets, is the rapidity of

the shifts in industrial structure (he talks of sweeping structural changes) and their magnitude when

cumulated over decades. Rostow (1960) goes further, identifying Vve stages in economic growth: the

traditional society, the preconditions for take-oU, the take-oU, the drive to maturity and the age of

high mass-consumption. The take-oU can be traced to a sharp stimulus, Rostow asserts, and he lists

a number of these, including one that hinges on lower trade costs. The take-oU, "may come about

through a technological (including transport) innovation which sets in motion a chain of secondary

expansion in modern sectors and has powerful potential external economy eUects which the society

exploits." (Rostow 1960, p.36). Rostow also lists three conditions for a take-oU: a rising investment rate,

rapid expansion of one or more industrial sectors marked by external economies, and rapid emergence

of structures that are necessary for self-sustaining growth.

1.3 The 2nd unbundling

The ICT revolution was the exogenous shock that changed globalisation. It started sometime between

1985 and 1995.Starting in the mid-1980s, telecommunications became cheaper and more reliable. The

price of telephone calls plummeted, faxes became standard, cellular phone usage exploded, and the

telecommunication network became denser, more reliable and cheaper. Two other trends interacted

with cheaper communication costs – the spectacular fall in the price of computing power (Moore’s

Law) and the equally spectacular rise in Vbre optic transmission rates (Gilder’s Law). Long-distance

information sharing was revolutionised as these developments in telecoms were complemented by the

rise of the internet – Vrst email and then web-based platforms.

Insert Figure 1.7 here

The telecom and internet revolutions triggered a suite of information-management innovations that

made it easier, cheaper, faster, and safer to coordinate complex activities at distance. Email, editable

Vles (*.xls, *.doc, etc), and more specialised web-based coordination software packages revolutionised

peoples’ ability to manage multifaceted procedures across great distances. Working methods and prod-

uct designs also shifted to make production more modular and thus easier to coordinate at distance.

Stages of production that previously had to be performed in close proximity – within walking distance

to facilitate face-to-face coordinate of innumerable small glitches – could now be dispersed without an
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enormous drop in eXciency or timeliness. Collectively, this is known as the ICT revolution.

Figure 1.7, which displays several ICT, indicators, shows that there was an inWection point in the growth

of internet hosts in 1985 and in telephone subscribers in 1995. This suggests that the coordination glue

began to weaken sometime between 1985 and 1995.

1.3.1 Globalisation’s 2nd unbundling is diUerent: Stylized facts

At about the same time as the G7’s share of global income tanked, international commerce changed.

While supply-chain trade among rich nations has long been important (US-Canada and intra-EU), from

the late 1980s it boomed between high-tech and low-wage nations. Figure 1.8 illustrates the timing with

two proxies for supply-chain trade – a ‘vertical specialisation’ index and partner-wise intra-industry

trade indices. These changes have been widely noted.3

Insert Figure 1.8 here

Source: left: Amador and Cabral (2006); right: Brülhart (2009); adapted from Baldwin and Lopez-Gonzales (2012).

A more direct measure of supply-chain trade is so-called reimport/reexports. This measures the back-

and-forth trade that is common in oUshoring relationships where one nation is sending parts to another

for processing and then bringing them back for further processing or consumption as illustrated by Fig-

ure 1.9.

Insert Figure 1.9 here

Source: Adapted from Baldwin and Lopez-Gonzales (2012).

The oUshoring revolution has also created what could be called Factory Europe – mostly around Ger-

many. The pattern is of reimporting/reexporting between a high-tech hub and low-wage spoke nations.

Figure 1.10 shows the re-import and re-export pattern around Germany. The top left panel of shows

that Germany does a great deal of supply-chain trade with its low-wage neighbours. But it also en-

gages in this sort of trade with high-wage nations such as Austria, Netherlands and France (Baldwin

and Lopez-Gonzales 2012). Notice the asymmetric relationships between Germany and its lower-wage

neighbours. Germany re-imports from a wide range of nations, but Poland and the Czech Republic are

mainly working with Germany.

Insert Figure 1.10 here

3The mid1980s structural break has been shown by many (Dallas Fed 2002, Feenstra and Hanson 1996, Ando and Kimura
2005, Fukao, Ishito, and Ito, 2003) and the trade changes by many others (Hummels, Ishii, and Yi 2001, Yi 2003, Bems, Johnson,
and Yi 2010, Koopman, Powers, Wang, and Wei 2011, Johnson and Noguera 2012a,b).
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Source: Baldwin and Lopez-Gonzales (2012).

In addition to Germany, which is one of the four global manufacturing giants (the others being China,

the US and Japan), Europe has three other high-technology nations with large manufacturing sectors:

Britain, France and Italy. Figure 1.11 shows their patterns drawn to the same scale as Germany’s. We

see immediately that these three nations have reimporting and reexporting patterns that clearly place

them in the headquarter category - i.e. much more reimporting than reexporting - although Italy is a

borderline case. The three reimporting patterns are not as diverse as Germany’s. Moreover the overall

importance of these with at least one partner is smaller in magnitude. It is also worth stressing that

these three do some processing for Germany, but very little for each other. This suggests that there is a

hub-and-spoke arrangement in Europe around Germany and the system includes the other headquar-

ters economies as well as the factory economies (Lejour et al 2012a).

Insert Figure 1.11 here

Source: Baldwin and Lopez-Gonzales (2012).

Turning to the broader pattern of global manufacturing, we see that as the 2nd unbundling started, a

handful of developing nations’ saw their share of global manufacturing output soar. This was not a

general trend - only 7 developing nations saw their share of global manufacturing rise by more than

half a percentage point between 1990 and 2010. Most developing nations saw their shares decline or

stagnate. Figure 1.12 (left panel) shows the nations whose share of global manufacturing GDP rose or

fell by at least one percentage point. All the G7 nations lost shares since 1990 (middle panel) and all

‘seven risers’ saw their shares rise (right panel). Note that all the risers except perhaps India are near

enough to join US, Japanese or German supply chains.

Insert Figure 1.12 here

Source: UNSTAT.org; Note: Left panel show share of world manufacturing GDP, seven risers are China, Korea, India, Turkey,

Indonesia, Thailand and Poland; seven losers are G7; middle panel plots global shares of 6 of the 7 risers; right panel shows

manufacturing GDP (2005 USDs) of China and the G7.

The 2nd unbundling was also accompanied by radical changes in developing nation trade and invest-

ment policies. From the early post war days right up to the late 1980s, most developing nations es-

chewed trade liberalisation and viewed foreign investment as a ruse. They viewed protection of indus-

try as just that - protecting industry. For most of them, this changed in the early 1990s. Openness that

facilitated international production sharing was suddenly embraced by developing nations. As Figure
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1.13 shows, they:

• Slashed tariUs unilaterally (left panel);

• Signed Bilateral Investment Treaties, which are mostly unilateral concessions to rich-nation Vrms

seeking to invest (middle panel); and

• Signed a massive wave of RTAs with ‘deep’ provisions that are pro-supply-chain, e.g. assurances

for intellectual property, capital movements, competition policy, business visas, etc. (right panel).

Importantly, this is not the 1970s and 1980s view of trade openness embraced by Singapore, Hong Kong

and Taipei (lower tariUs, fewer quotas, etc.). This liberalisation wave included many measures tradi-

tionally viewed as purely domestic since joining a supply chain meant a much more thorough integra-

tion of the developing nation’s economy with that of the headquarter nation directing the supply chain.

Insert Figure 1.13 here

Sources: TariUs from World databank, WTO, BITs from ICSID, RTAs and depth from Duer et al (2012); adapted from Baldwin and

Lopez-Gonzales (2012).

1.3.2 Economics of the 2nd unbundling

Traditional trade economics focuses on simple, made-here-sold-there goods. The producing nation

accounts for 100% of the export’s value added, so exports can be thought of as a bundle of national

technology and factors of production. There are two key points here as far as Europe’s manufacturing

miracle and malaise are concerned. During the 1st unbundling:

• Comparative advantage is conceptualised as a purely national concept.

• Trade costs reductions allow nations to specialise in producing what they make best while im-

porting the rest.

To put it diUerently, the 1st unbundling made it easier to buy and sell goods internationally. These two

facts go a long way to explaining Europe’s manufacturing miracle in the 19th and 20th centuries - at

least if one adds in the agglomeration forces favouring Europe as a location for manufacturing.

The ICT revolution changed this. High-tech Vrms found it proVtable to combine their Vrm-speciVc

know-how with low-wage labour in developing nations. Simplifying to illustrate the point clearly,

this is what turned Europe’s manufacturing miracle into malaise. The malaise was not caused by



41

problems with European manufacturing technology. It was caused by the way the 2nd unbundling

allowed European Vrms to combine it with labour outside of Europe.

The fundamental change is that comparative advantage has become a multi-national concept. The

competitiveness of a nation’s exports depends upon the combination of several nations’ technology,

labour, capital, etc. Moreover, the location of ‘comparative advantage’ is under the control of the Vrms

that own the know-how. Know-how was always the property of Vrms, but before the ICT revolution, it

was hard to take it abroad. Observe that this is not technology transfer in the traditional sense. Firms go

to great lengths to avoid transferring their Vrm-speciVc know-how to other Vrms be they domestic or

foreign. Nevertheless, from the macro perspective it was as if some of the advanced nations’ technology

was moving to developing nations.

For the purposes of this paper, there are two main implications: (i) for the location of manufacturing

jobs, and (ii) for developing nation growth. The economics of these are addressed in turn.

Implications for manufacturing jobs and location of value added

The recombination of technology and factors across nations comes in two forms.

• In its most direct form, 21stcentury trade involves high-tech Vrms from high-wage nations com-

bining their managerial, marketing and technical know-how with low-wage labour in developing

nations.

There are many names for this ‘technology lending’, foreign aXliates, joint ventures, contract man-

ufacturing, oUshoring, reimporting, export platforms, etc. A more indirect form of 21stcentury trade

involves imported intermediates that embody foreign technology and productive factors.

• Here the recombination technology and factors across nations happens via the foreign know-how

and factors embodied in imported parts and components (Jones 1980, DeardorU 2005).

In both the direct and indirect cases, comparative advantage becomes a multi-national concept.

We can more precisely illustrate the two aspects of production unbundling with two partial equilib-

rium diagrams. We start with the direct recombination and to set the stage, we show how the basic

diagram can be used to elucidate how diUerent the notion of comparative advantage is in the 1st and

2nd unbundlings.

To keep the analysis simple, consider a world where ‘North’ has better technology but higher wages

than ‘South’. The North’s technology edge, however, outweighs its high-wage disadvantage, so North

has a comparative advantage in the industry under study. We think of this a generic manufacturing

sector. The point of departure is the 1st unbundling where globalisation means relaxation of the trans-

portation constraint.
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Figure 1.14 helps organise the economic logic. The left and right panels show the South’s and North’s

supply and demand curves using obvious notation. The middle panel shows world export supply and

import demand curves (XS and MD). The initial situation with high trade costs is shown by the grey

lines. The initial trade cost of ‘T’ drives a wedge between the price that the importing South pays -

namely P’ - and the price exporting North receives (P’-T).

Insert Figure 1.14 here

Source: Author’s elaboration.

The 1st unbundling eliminates T, resulting in a convergence of prices on the free trade level shown as

PFT . This trade cost reduction allowed Northern Vrms to better exploit their comparative advantage by

producing more and selling more of it to South. In aggregate, this would look like an industrialisation

of the North and a deindustrialisation of the South. While this diagram does not admit such eUects, the

tendency was strengthened by agglomeration forces and knowledge spillovers as discussed above.

Now consider the impact of the 2nd unbundling starting from free trade in goods. The change we focus

on is how the ICT revolution gives high-tech Northern Vrms the conVdence to deploy their Vrm-speciVc

know-how abroad. As it is now safe, high-tech Vrms combine their know-how with low-wage labour

in South. The impact of this is a massive downward shift in South’s supply curve.4 The new Southern

supply curve is shown as SS
′
. Nothing happens to the North’s supply curve as Northern production

still uses North technology and North labour.

The main changes are:

• ‘National’ comparative advantages appear to Wip.

The world price of manufactures drops to P2UB and at this price North is an importer of manufactured

goods rather than an exporter.

• North appears to deindustrialise while South industrialise, but Northern Vrms’ share of global

production is maintained or increased, but with more of it in the South.

Next we turn to more indirect combinations of comparative advantage.

In the previous example, trade is only allowed in Vnal goods. In the real world, production unbundling

typically involves intermediate goods (Ando and Kimura 2005).5 Here we present an illustration that

allows for such considerations. To spotlight the indirect recombination, we revert to assuming that

4 Recall that neoclassical supply curves are marginal cost curves, so high-tech plus low wages shifts SS down massively.
5 Also see GereX (2001) for early examples and the website http://www.globalvaluechains.org/ for abundant recent case

studies.
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technology is immobile while trade in goods is perfectly free.

Insert Figure 1.15 here

Source: Author’s elaboration.

In the pre-RTA world, all stages of production in both nations are bundled spatially into factories or

industrial district to economise on communication and coordination costs. Exports have 100% local

value added. The 2nd unbundling makes possible the two-way Wows of goods, ideas and people needed

to support international production unbundling. When the various stages of production are performed

in diUerent nations, the downstream good becomes a multi-nation combination of technology and

factors.

To illustrate simply, we allow for an upstream or intermediate good, Y, and a downstream good, Z (the

mnemonic is that as Y comes before Z, so Y is upstream of Z). The linked diagrams (Figure 1.15) show

the equilibrium in South for the upstream goods Y (left panel) and downstream good Z (right panel).

Supply and demand curves are marked with S and D respectively with subscripts indicating the good.

The input-output linkage is simple; one unit of Y is required for each unit of Z. In addition to the cost

of the input Y, there is a marginal cost producing Z shown as MSZ in the right diagram. The supply

curve for Z is the vertical sum of MCZ and the price of Y.

Before the 2nd unbundling, South must make its own Y locally since it is prohibitively expensive to

undertake the production of Y and Z in separate nations (even though trade in goods is perfectly free).

The idea here is that producing Y and Z requires continuous coordination in the form of two-way

Wows of goods, ideas and people. Before the RTA, it is too expensive or too risky to attempt this

coordination internationally. One of the things we have in mind is unreliable supply-chain logistics

(express mail, air cargo), telecommunications, and business mobility (key managers and technicians

moving to coordination Y and Z production). In short, Vrms cannot count on cheap and quick exchanges

that are necessary to allow a Z factory in one nation to source its Y in another nation. As a result, the

supply curve in Z is MCZ plus the equilibrium price of PY . Note that South is producing Y and Z,

however, given SZ , South imports Z in an amount indicated as MZ (right panel).

After the 2nd unbundling, supply-chain linkages become costless and perfectly reliable, so South can

import Y from North at the price, PP
Y . South starts to import Y, reducing its own Y production to Q

′
Y .

The lower price for Y lowers SZ to S
′
Z . The key eUects are:

• South switches from importing Z to exporting it, and it starts to import Z.
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Importantly, this new trade did not stem from trade liberalisation per se; there were no trade barriers

before or after. The switch came from a relaxation of the coordination constraint, not the transportation

constraint.

Although we have not shown North explicitly, it would be easy to draw a case where:

• North exports Z before the 2nd unbundling, but afterwards imports Z and exports Y.

This is a clear example of how foreign technology and factors embodied in the imported component

can transform South’s comparative advantage. New trade in Y is created and the South’s pattern of

trade in Z is reversed.

There is no mystery in this outcome. Before the 2nd unbundling, South had a latent comparative ad-

vantage in Z, but a latent comparative disadvantage in Y. The 2nd unbundling allows South to specialise

in its comparative advantage sector.

1.3.3 Reshoring?

Anecdotal evidence, and some rough calculations by the US the consulting Vrm BCG (BCG 2011) have

provoked some discussion of the concept of ‘reshoring’, i.e. the reversal of production oUshoring.

There are two salient points with respect to reshoring to be made. The Vrst is that some reshoring is

perfectly in line with the forces that lead to oUshoring in the Vrst place. As has been pointed out in the

theoretical literature, when deciding how many stages to oUshore, Vrms balance the cost of separating

stages spatially against the gains of lower wages. As the level of separation costs - everything from

transportation to tariUs and loss of timeliness - is the key. The key point, however, is that regardless of

the level of separation costs that triggers oUshoring, too many stages will be oUshored. This has been

called oUshoring ‘overshooting’ (Baldwin and Venables 2013). That is, once Vrms oUshore any stage,

they will oUshore some stages that do not naturally belong abroad in order to economise on separation

costs. Then as the separation continue to fall with advancing globalisation, the overshooting is reversed

and some stages return home.

The second point is that although there is some evidence that manufacturing activities are returning

to G7 nations, the manufacturing jobs are not. As Forbes writer Bill Conerly put it: ‘The brightest

prospects for factories here in the United States involve those that use a lot of natural gas, not much

labour, and need Wexibility in production to meet changing customer needs.’ (Conerly 2014). In any

case, the facts are quite clear. The number of manufacturing workers continue to decline. Reshoring

may mean more ‘jobs’ for US-based robots, but not for US-based factory workers.
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Southern growth take oU

A key feature of the 1st unbundling was the Northern growth take-oU that was driven by the agglom-

eration of industry in the North and the resulting knowledge spillovers that accelerated technology

innovation. The central pillar in this take-oU story was the localised nation of knowledge spillovers.

The 2nd unbundling - with its emphasis on the heightented international mobility of know-how - al-

most surely aUects the extent to which pro-innovation knowledge spillovers are localised in the North.

As per the endogenous growth theory, this should have growth implications.

When it comes to Southern growth, the 2nd unbundling has two conWict eUects. The dispersion of man-

ufacturing reduces the localisation of spillovers that sparked the 19th century growth take-oUs. This

eUect would tend to lower the global steady state growth rate. The application of Northern technology

in the South would directly boost Southern growth during the transition, and it is also likely to increase

pro-innovation, and pro-imitation knowledge spillovers in the South. This eUect would tend to boost

Southern grow rates in transition.

Overall, the ICT revolution is clearly pro-growth for the South at least in the medium term, but the

dispersion of manufacturing globally might lower global growth in the long run. The key is whether

the reduced localisation of spillovers is suXcient to oUset the anti-growth eUects of the dispersion of

manufacturing.

As Baldwin and Forslid (2000) show, lowering the barriers to the spatial diUusion of public knowledge

is a powerful dispersion force when it comes to the location of manufacturing. To see this, we can draw

a parameter space that allows for trade costs and knowledge spillovers to vary independently Figure

1.16.

The diagram works with two ex ante symmetric regions (North and South as usual) and it plots the

‘freeness’ of goods trade on the horizontal axis, and the freeness of knowledge spillovers on the vertical

axis. The dashed curve shows the combinations of the two forms of freeness where an symmetric divi-

sion of industry is a stable equilibrium. The dashed line is upward sloped since freer spillovers favour

dispersion while free trade favours concentration of industry. The solid curve shows the ‘sustain’

points, i.e. the level of freeness where full agglomeration is the stable outcome. The northwest cor-

ner has dispersed industry; the southeast corner has clustered industry. To be concrete, the clustering

occurs in the North if it is stable.

The idea here is that the 1st unbundling was dominated by the lowering of trade costs via better trans-

portation technology (before WWI) and lower tariUs (after WWII) even though the development of

international postal services, sub-sea telegraph cables, telephones and radios also freed up the Wow of

knowledge by making international communication cheaper. This pushes the world from a situation
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where dispersion was stable to one where clustering was stable. The 2nd unbundling saw the reverse

emphasis, with communication costs falling much faster than trade costs. In the diagram, this is drawn

as taking the world back into the disperse industry range of parameters.

Insert Figure 1.16 here

Urbanisation and trade volumes

The last bit of economics concerns the rising volume of trade and urbanisation. Both features among

the key elements of the 1st unbundling and continue to be features of the 2nd.

There is no mystery when it comes to urbanisation. The Glaeser-forces that encouraged urbanisation

during the 19th and 20th centuries continue to apply in the 21st century. Cities are still places where

people meet and the drop in the cost of messages has not replaced the need for meetings. Indeed,

there is a very close analogy with the income and substitution eUects of canonical consumer theory.

While the ICT revolution radically shifted the relative price of messages versus meetings, the rising

in business activity that resulted increased the overall need for meetings (Gaspar and Glaesner 1998).

Moreover, good communication technology actually allowed great specialisation in service provision

and thus raised the need for occasional face2face meetings. Empirical evidence is provided by De la

Roca and Puga (2012).

The rise in trade is very naturally boosted by the 2nd unbundling as note by Yi (2003).

1.4 Factory-free Europe?

This section looks ahead to make conjectures about the future of manufacturing in Europe. Two ana-

lytic tools are useful in this context - the TOSP framework for thinking about the implications of future

ICT advances, and the ‘smile curve’ that helps integrate the likely outcomes with developments to date.

1.4.1 The TOSP framework

As ICT improves, the unbundling of European factories will continue. But what will this mean for

manufacturing jobs and value added in Europe?

The economics of this change is best looked at by decomposing the 2nd unbundling into two phenom-

ena: fractionalisation of production into stages, and international dispersion of stages.
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Fractionalisation of the manufacturing process

Think of the supply chain at four levels of aggregation (Figure 1.17). At the base is the full list of

everything that must be done to get the product into consumers’ hands and provide them with as-

sociated after-sales services. Following Grossman and Rossi-Hansberg (2008), and recent important

contributions by Acemoglu and Autor (2010) and others, we refer to these as ‘tasks’. Individual work-

ers undertake speciVc tasks so the next natural aggregation is ‘occupations’. Some sets of occupations

are typical performed in tight proximity and we refer to these sets as ‘stages of production’. Typically

stages are the small unit that is oUshored. The top level is the product. Consider the economics of the

optimal tasks per occupation and occupations per stage.

Insert Figure 1.17 here

Source: Baldwin (2012a).

Notes: The circles represent individual tasks, the rectangles represent individual occupations and the ovals represent individual

stages of production.

The key trade-oU in the TOSP framework (Baldwin 2012a) is between the eXciency and coordination.

Great specialisation improves eXciency but raises coordination costs. As ICT improves, the eUects on

the specialisation-versus-coordination trade-oU are not straightforward, as Bloom et al (2006) show.

Some ICT improvements reduce the beneVts of specialisation while others reduce the cost of speciali-

sation.

ICT aUects the optimal division of labour via two channels:

• Communication and organisational technologies - call them coordination technologies, or CT, for

short - facilitate transmission of ideas, instructions and information. CT favours specialisation

by reducing the cost of coordination.

• Information technology, or IT for short, makes it easier for individual workers to master more

tasks. IT disfavours specialisation by reducing the cost grouping many tasking into a single

occupation.

This happens in several ways. Computer Integrated Manufacturing (CIM) and Computer Aided De-

sign/Computer Aided Manufacturing (CAD/CAM) started with numerically controlled machine tools

in the 1950s, but today many factories can be thought of as computer systems where the peripherals

industrial robots, computerised machine tools, automated guided vehicles and so on. This has moved

manufacturing from a situation where machines helped workers make things to one where workers
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help machines make things. Perhaps in the future it will be called “compufacturing”. In terms of the

TOSP framework, this is an advance in information technology that brings many routine tasks within

the ambit of a single machine operator.

The integration and automation of tasks, however, does not stop at the factory gate. Many design, engi-

neering, and management tasks have been computerised (Alavudeen and Venkateshwaran 2010). Com-

puters have greatly boosted the productivity and speed of product design as well as greatly reduced the

need for prototyping. Once designed, the production process can be outlined using computer-aided pro-

cess planning systems and design programmes can create instructions for numerical-control machines.

Models of the manufacturing system can be simulated before they are built. The basic manufacturing

functions - machining, forming, joining, assembly, and inspection - are supported and integrated by

computer-aided manufacturing systems and automated materials-handling systems. Inventory control

is automated, tracking inventory movement, forecasting requirements and even initiating procurement

orders.

A recent special report by The Economist extrapolates these trends even further (Economist 2012). It

notes that manufacturing may be going through a new industrial revolution due to the advent of ad-

ditive manufacturing. This bundles virtually all stages of manufacturing into a single machine. While

this is an important trend, it is not new; “Automation, the Advent of the Automatic Factory” was the

title of a 1956 book and indeed the Luddite movement was about the same thing.

Bloom et al. develop a similar result by focusing on a hierarchy model where the key trade-oU is

between the cost of training workers to deal with problems and the cost of hiring managers to help

workers with problems that cannot solve. This Bloom et al. insight has recently received some em-

pirical support from Lanz et al (2012). They Vnd that oUshoring of business services complements

manufacturing activities, in the sense that increased import penetration in business services is asso-

ciated with a shift in local task content from information and communication related tasks towards

tasks related to handling machinery and equipment. OUshoring of other services complements local

information-intensive tasks in that it shifts local task composition towards ICT-related tasks.
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Box: Example of IT and task regrouping
The principal example in Davidson (2012) contrasts workers in a Greenville factory making fuel injec-

tors. One type of worker does manual tasks that require little training or education. Her real competi-

tors are not Chinese workers, but American-designed robots. Earning $13 an hour, she is still cheaper

than the robot but many of her co-workers have already been replaced.

The second type is a $30-an-hour skilled machinist who got his job after three years studying machine

tooling, Vve years of on-the-job experience in another factory, and a month of training on his particular

piece of the digitised manufacturing revolution - a half-million-dollar turning contraption which ma-

chines valves to a tolerance of a quarter micron. For the machinist, manufacturing is basically applied

engineering. To maintain such extreme precision, he tests parts every few minutes with sophisticated

testing tools and makes the necessary adjustments - about 20 per shift - by entering them into the

machine’s computer.

This polarisation of the shop Woor has many implications but for the low-education worker, the worse

is that there is no longer a gradual path of skill accumulation between the $13 and $30 jobs. The

in-between-skilled jobs have all been bundled in to the machine.

The digitisation of manufacturing is changing the nature of the stages not oUshored in a way that is

important for policy makers. Many of the manufacturing jobs being ‘reshored’ are of the $13 type, not

the $30 manufacturing jobs that still come to mind when people speak glowingly of manufacturing.

An instructive example of this can be found in the recent Boston Consulting Group study, BCG (2011).

This shows that faster wage growth in China brings US job competitiveness close to the ‘tipping point’,

i.e. the point where making things in the US will be cheaper than in China. “By around 2015,” the

report notes, “the total labour-cost savings of manufacturing many goods in China will be only about

10 to 15 percent when actual labour content is factored in.” But new manufacturing jobs created here

will be low-skill/low-wage jobs.

The fact that low-skilled Americans are almost competitive with low-skill Chinese is not an unmitigated

blessing. Chinese wage rose by almost 20% per year while US manufacturing wages have actually fallen

(Moretti 2012 p.25). For example, as part of the deal that let it survive the recent global economic crisis,

Ford now pay new hires only $15 to $16 per hour - about half what the legacy workers receive.

Spatial dispersion: OUshoring

The TOSP framework as hereto presented does not directly address the impact of the 2nd unbundling

on manufacturing in Europe. The missing piece of the puzzle involves the process of moving some

stages abroad - especially to low wage nations. Plainly this has radical implication for manufacturing

jobs in the high-wage nations.
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Before the ICT revolution, Northern Vrms had to exploit their Vrm-speciVc assets by manufacturing

in the North. After the ICT revolution, they have the option of oUshoring labour intensive stages.

There are three subtle points in this line of reasoning: One involving better IT, one involving better

CT, and one involving the development of very skill and technology intensive advance manufacturing

technologies.

First, IT makes it easier to wrap labour-intensive tasks into occupations that involve higher degrees of

skill. Thus IT tends to:

• Make the stages that remain in Europe more skill intensive,

• Reduce the number of workers needed to complete the tasks, and

• Allow Vrms to group remaining unskilled tasks into stages that can be oUshored.

Second, the rapid advance of CT tends to increase the range of stages that can be proVtably oUshored.

Third, the rapid evolution on advanced manufacturing technology is likely keep some manufacturing

in Europe, but this value added with be associated with few jobs, most of which are for high-skilled

workers. There will be no ‘jobs for yobs’ in the factories of the future. There will be jobs for applied

engineers and jobs for robots.

The key Dispersion forces favouring the geographic dispersion of stages are wage gaps and Vrm-level

excellence. Wages gaps determine ‘vertical specialisation’; Vrm-level specialisation and excellence de-

termine ‘horizontal specialisation’.

Two wage gaps matter: low-skilled and high-skilled. ‘Headquarter economies’, like the UK, have sent

labour-intensive stages to nearby low-wage neighbours - what might be called ‘factory economies’ (Fig-

ure 1.18). High-skill labour, however, remains relative abundant and thus relative cheap in headquarter

economies (Figure 1.19).

Insert Figure 1.18 AND Figure 1.19 here

Source: Baldwin and Evenett (2012).

Wages gaps are not the only motive for supply chain internationalization. International supply chains

existed among high-wage economies long before the second unbundling (Figure 1.8). The dispersion

here is driven by a much more micro gain from specialisation.

For example, when it comes to automobile air conditions, the French company Valeo competes in the

European market through excellence - not low wages. While each European carmaker could make

their air conditioners, scale economies mean that it is cheaper for Italian and German automakers to
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source them from France. Given the systemic importance of learning-by-doing and the growing role of

scale economies in an ever more fractionalised supply chain, it is natural that regional champions will

emerge in particular parts and components.

This Vrm-level excellence is the key to the ‘horizontal’ internationalisation of value chains among high-

wage nations.

1.4.2 Smile curve economics

The 2nd unbundling made it feasible to oUshore stage of production. Some stages moved; others did

not. Curiously, value added along the value chain seemed to shift away from the oUshored stages. This

observation is known as the “smile curve” which shows the value added at each stage of production

(Figure 1.20).

This concept, which was Vrst proposed around 1992 by the founder of Acer computers, Stan Shih,

asserts that fabrication involves less value creation today than it did before the 2nd unbundling. Putting

it diUerently, the smile deepened, so to speak.

Insert Figure 1.20 here

Source: Baldwin (2012a).

An example of the allocation of value added along a value chain can be seen in the decomposition of

the total retail sales price of the Nokia N95 phone (Ali-Yrkko et al. 2011). Although the phone is mostly

‘made’ in Asia, Figure 1.21 shows that most of the value added accrues in Europe. The total value added

in Europe depends on where the phone is sold (retail margin) and assembled (China or Finland). In the

worst of cases - an N95 assembled in China and sold in the US - more than half the value added is in

Europe; the high end Vgure is 68%.

Insert Figure 1.21 here

Source: Ali-Yrkkö et al. (2011).

The smile curve is the basic concept behind the thought that Europe might soon be “factory free’

so it is important to explore it empirically and theoretically. Unfortunately, neither has been done

convincingly.
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Why did the smile deepen?

A deVnitive answer of this question awaits detailed empirical research. Simple economics and cost

accounting, however, suggest an obvious explanation. When a stage’s cost is reduced by oUshoring, its

share in value added falls since a stage’s value added is based on costs. Even if the cost-saving is fully

passed on to consumers, the oUshored stage’s share of value added will fall.

Baldwin (2012a) conjectures that the reduced cost share of oUshored stages derives from three distinct

mechanisms. The Vrst is the usual cost reduction that comes from better exploitation of comparative

advantage (low-skill stage undertaken in low-skill abundant nations). The second is the recombination

of high-tech with low-wages. The third is market power of the oUshoring Vrms. OUshored tasks tend

to be things that can be done in many emerging nations - most of them eager to attract such stages. The

non-oUshored stages, by contrast, tend to involve things where Vrms naturally have market power due

to product diUerentiation, branding, etc. In short, oUshored tasks become commoditized; the onshore

tasks do not.

1.5 Concluding remarks: The new landscape of work

The changed nature of globalisation and the digitisation of manufacturing mean that European manu-

facturing Vrms are likely to retain a leading global role. This does not mean, however, that manufac-

turing as traditionally conceived will Wourish in Europe.

European technical, managerial andmarketing know-how are increasingly combined with labour abroad.

Just as the surfeit of labour and shortage of land led European labour to Wow to New World land in the

19th century, European manufacturing technology is now Wowing to emerging market labour. This

is not traditional tech transfer since it is under the control of European Vrms, but the impact on the

economic landscape in Europe and emerging markets has been dramatic.

The upshot is plain. European manufacturing will never again be a source of high paying jobs for the

‘common man’.

• The total number of manufacturing production jobs will almost surely continue to decline;

• The remaining jobs will increasingly resemble applied engineering positions that require post-

secondary education.

• Progress in ‘advanced manufacturing’ techniques may keep more manufacturing value added in

Europe, but it will not bring more factory jobs with it.

European policymakers must adjust to this new reality. There may be good reasons for promoting

manufacturing, but mass employment is not one of them. These labour market outcomes are as much a
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consequence of technological advance as they are globalisation. Even if the clock was somehow turned

by on globalisation, the trend of ‘manu-facturing’ turning into ‘compu-facturing’ would continue.

The smile-curve concept points the way forward. Good jobs will continue to be associated with manu-

facturing, but they will be in the pre-fabrication and post-fabrication stages rather than in fabrication.

Most of them will be in services and located in cities.

One very attractive idea that Wows from this is the Dutch thinking on the future of Europe’s economy

as elucidated by Bas ter Weel, Albert van der Horst and George GelauU (CPB 2010) in a publication

strongly inWuenced by the thinking of Ed Glaeser, for example, Glaeser (2011). It is also reWected more

recently in the US setting by Moretti (2012).

1.5.1 Cities as 21st century factories

Since talented people gather in cities and make each other more productive, human capital and cities

are likely to be the foundations of the 21st century landscape of work.6 This logic is straightforward.

Cities are where people meet - in a sense cites are a ‘technology’ for reducing the cost of face-to-face

interactions. Cities also optimise the matching between workers and Vrms, and between suppliers and

customers. In this sense, cities become skill-clusters - or as Moretti (2012) call them, ‘brain hubs’. The

link between city success and human capital is a close one. One of the most persistent predictors of

urban growth over the last century is the skill level of a city.7

Important thinking in CPB (2010) and a new book by Enrico Moretti (2012) suggest that ICT advances

are leading to a spikier landscape of work. The reason is that high-skilled jobs in the tradable sector

tend to be subject to agglomeration economies. One type is highly localised knowledge spillovers

where workers and Vrms implicitly beneVt from each other’s knowledge creation. Another type is the

chicken-and-egg aspect of labour-pooling; Vrms locate near wide and deep local labour markets that

are in turn supported by the presence of many Vrms. The City of London is a classic example of this.

In writing about the US Moretti (2012 p.5) say: “More than traditional industries, the knowledge econ-

omy has an inherent tendency towards geographical agglomeration. . . . The success of a city fosters

more success as communities that can attract skilled workers and goods jobs tend to attract even more.

Communities that fail to attract skilled workers lose further ground.”

6 There is symmetry here. In the 1stunbundling workers clustered in factories, and factories clustered in industrial districts
- in part to reduce coordination costs and in part to beneVt from knowledge spillovers. A standard story was that they were
jointly working out how best to exploit a ‘general purpose technology’ that were new at the time - electric motors and chemical
processes. Cities are now playing a similar role when it comes to today’s new general purpose technology, ICT.

7 The Complementarity between Cities and Skills Edward L. Glaeser and Matthew G. Resseger NBER Working Paper No.
15103 June 2009 ABSTRACT: There is a strong connection between per worker productivity and metropolitan area population,
which is commonly interpreted as evidence for the existence of agglomeration economies. This correlation is particularly strong
in cities with higher levels of skill and virtually non-existent in less skilled metropolitan areas. This fact is particularly compatible
with the view that urban density is important because proximity spreads knowledge, which either makes workers more skilled
or entrepreneurs more productive. Bigger cities certainly attract more skilled workers, and there is some evidence suggesting
that human capital accumulates more quickly in urban areas.
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Of course, most Europeans will never work in innovation activities. But just as good factory jobs created

multiplier eUects in communities, high-tech jobs can create/attract many more jobs. Approximately

two-thirds of jobs are in local service sector, such as government administration, health, and education

sectors, retail, leisure and hospitality sectors. For the most part, these are sheltered from international

competition by the dictates of proximity. But their location is very sensitive to ‘anchor’ jobs. Moretti

estimates, for example, that each new high-tech job creates an additional 5 jobs in the local economy.

The agglomeration economies mentioned create another important fact: ‘sticky’ jobs tend to be good

jobs and vice versa. As Moretti (2012 p.15) writes: “In innovation, a company’s success depends on the

entire ecosystem that surrounds it. . . . it is harder to delocalise innovation than traditional manufactur-

ing. . . . you would have to move not just one company but an entire ecosystem.”

Cities should not be thought of as mere collections of people, but rather as complex work spaces that

generate new ideas and new ways of doing things. In a nutshell, cities are to the 21st century what

factories were to the 20th century. Urban policy will be the new industrial policy.

1.5.2 Policy Implications

As the chapter has illustrated, globalisation has been transformational for almost two centuries, but

it changed dramatically around 1990. This section considers a few policy implication of the second-

unbundling-way of thinking about recent globalisation.

European government have long been Vxated on manufacturing jobs especially factory jobs. The eco-

nomic logic was that manufacturing was a driver of productivity growth. Factory workers were only

part of the story since productivity growth came from product and process innovations. The number of

factory jobs, however, served as a convenient yardstick for the productivity gains since all the various

stages were bundled spatially. Unbundling and oUshoring changed this. Labour-intensive fabrication

stages - including many factory jobs - were oUshored along with the G7 know-how necessary to bring

the oUshored fabrication up to G7 standards. This high-tech low-wage combination radically lowered

the cost of fabrication and thus lower its value added. As a result, fabrication (and factory jobs) were

commoditised while the pre- and post-fabrication service stages were not. This suggests that future

governments should look more to service jobs related to manufacturing and less to factory jobs.

Moreover, due to serviciVcation, manufacturing competitiveness increasing depends upon national ser-

vice sectors. Diversity and high quality design, coordination, engineering and marketing services are

increasing the ‘industrial base’ that matters. Consequently, G7 industrial policy shouldn’t just be about

industry, or at least not about industry in the factory-sense of the word. It should also be about fos-

tering manufacturing-linked services. Moreover, when it comes to value creation in G7 nations, good

jobs - even those connected to manufacturing - will increasingly be service jobs. European factory
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workers are competing with robots and home and China abroad. European designers and engineers are

competing most with of G7 designers and engineers.

Lose some jobs or lose them all?

The 2nd unbundling suggests that comparative advantage is operating at a Vner degree of resolution on

the European economy. EUort to resist this may lead to a loss of even more jobs. Consider the example

of Dyson, maker of high-tech vacuum cleaners, etc. Dyson moved its production to Malaysia with the

direct loss of 800 jobs. But the company’s head, James Dyson, argued that this oUshoring saved jobs

and indeed would create jobs. The undeniable reality is that other leading manufacturing nations are

mixing and matching diUerent nations’ sources of comparative advantage. The nations strive to keep

all stages at home are likely to continue to lose competitiveness.

In a nutshell, European policymakers should stop thinking manufacturing exports, start thinking ser-

vice inputs into manufactured exports. They should stop thinking good sectors, start thinking good

(service) jobs. And they should stop thinking of domestic factories as the industrial base, start think of

the service sector as the 21st century industrial base.
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(UK in 1900 = 100) 1750 1800 1830 1860 1880 1900 1913
Developed Countries 8 8 11 16 24 35 55
Europe 8 8 11 17 23 33 45
Europe (ex-UK) 7 8 9 14 21 36 57
Austria-Hungary 7 7 8 11 15 23 32
Belgium 9 10 14 28 43 56 88
France 9 9 12 20 28 39 59
Germany 8 8 9 15 25 52 85
Italy 8 8 8 10 12 17 26
Russia 6 6 7 8 10 15 20
Spain 7 7 8 11 14 19 22
Sweden 7 8 9 15 24 41 67
Switzerland 7 10 16 26 39 67 87
UK 10 16 25 64 87 100 115
Outside Europe 7 7 11 17 33 63 116
Canada 5 6 7 10 24 46
USA 4 9 14 21 38 69 126
Japan 7 7 8 7 9 12 20
Third World 7 6 6 4 3 2 2
China 8 6 6 4 4 3 3
India-Pakistan 7 6 6 3 2 1 2
Brazil 4 4 5 7
Mexico 5 4 5 7
World 7 6 7 7 9 14 21
Source: Table 9, Bairoch (1982).

Table 1.1: Per Capita Industrialisation Levels, 1759-1913.
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Year Largest Western Population Largest Eastern Population
1 Rome 1,000 Chang’an 500

200 Rome 800 Luoyang 120
400 Rome 500 Luoyang 150
600 Constantinople 125 Daxingcheng 250
800 Damascus 175 Chang’an 1,000
1000 Cordoba 200 Kaifeng 1,000
1200 Baghdad 250 Hangzhou 800
1100 Cairo 125 Nanjing 500
1000 Constantinople 100 Beijing 600
900 Constantinople 400 Beijing 700
1700 London 600 Beijing 650
1800 London 900 Beijing 1,100
1900 London 6,600 Tokyo 1,750

Source: Morris (2010), Table A.2.

Table 1.2: City sizes from year 1 to 1900 (populations in hundreds of thousands).
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Michael J. Ryan
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2.1 Introduction

The debate over the possible adverse eUect of multinational Vrms has gained particular attention in

developed countries. These Vrms are suspected to increase domestic labor inequality. By reallocating

their production across border, multinationals may substitute domestic unskilled labour intensive man-

ufacturing activities by relatively more skilled labor intensive activities related to the conception, the

design of the goods or to the coordination of the production process. These Vrms might also add to the

process of deindustrialization in their countries of location by shifting manufacturing jobs to locations

with lower wages or lower labor standards. It remains however unclear whether the oUshored activities

have an impact on aggregate employment as their activities abroad may or may not substitute for the

employment of the domestic parent and as they must be suXciently large to inWuence the aggregates.

The idea that the impact of multinationals depends on the degree of substitution between the activ-

ities of parent and aXliate Vrms has been developed theoretically by Markusen (1989) and Markusen

and Maskus (2001). Recent micro-level studies have shown that the impact of oUshoring on parent

employment depends signiVcantly form the location and type of the oUshored activities. Harrison and

65
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McMillan (2011) show that oUshoring by U.S. multinationals to low-wage countries substitutes for US

domestic employment. The eUect is however positive when foreign and domestic employees perform

complementary activities.1 Overall, the empirical literature Vnds little eUect on the overseas activities

of multinational Vrms.

In this chapter, we examine over a long period, from 1982 to 2002 whether Japanese Vrms have con-

ducted similar strategies by exporting manufacturing jobs overseas. Examining Japan over these two

decades is a particular matter as it has experienced a dramatic increase in foreign direct investment,

in particular in South and East Asia. Foreign Direct Investment took oU in the 1980s for administra-

tive reasons. Prior to 1982, overseas investments were heavily regulated and not subject to market

forces (Bayoumi and Lipworth, 1997). In the 1980s, the international competition has led Japanese

manufacturing Vrms to expand abroad in order to take advantage to the cheaper production costs in

the neighboring countries of Asia. Japan’s growth slowdown associated with a sharp appreciation of

the Yen after the 1985 Plaza Accord intensiVes Japanese overseas’ production. Interestingly, while al-

most all labor intensive stages of production are oUshored in Asia, the overall Japanese manufacturing

employment did not fall. The oUshoring of some low-wage stages of production made Japanese Vrms

suXciently competitive in the European Union and the United States markets to maintain high-wage

manufacturing jobs (Baldwin, 2006).

After the bubble collapse in 1991, the yen appreciated again sharply through mid-1995 and made

cheaper the acquisition of overseas Vrms and land. The so-called Lost Decade is characterized by a

sharp slowdown in economic growth more or less associated with the foreign activities of Japanese

manufacturers. This tendency called the hollowing out of the Japanese economy is a phenomenon where

Japanese Vrms exports manufacturing (labor-intensive) jobs abroad and then ship the Vnal product to

Western markets or back to Japan. Studies on the impact of Japanese FDI on domestic employment

Vnd however mixed evidences. Ando and Kimura (2011), Tanaka (2012) and Edamura et al. (2011)

Vnd a positive eUect on employment. Earlier papers by Fukao (1995) or Fukao and Yuan (2001) Vnd

a negative eUect of FDI in East Asia on the employment of Japanese parents. This eUect is however

dampened when the Japanese Vrms’ aim to supply goods and services to local consumers (market-

oriented FDI). In a recent study, Kiyota and Kambayashi (2014) show that domestic disemployment by

Japanese multinationals during the 1995-2009 period was mainly driven by the substitution between

capital and labor, rather than by the reallocation of activities from Japan to foreign countries.

To investigate the impact of Japanese overseas investment on domestic employment, our empiri-

1A large body of the literature has investigated the impact impact of foreign direct investment on domestic employment
using diUerent samples and diUerent estimation methodologies. Interesting contributions include Braconier and Ekholm (2000),
Brainard and Riker (2001a&b), Blomström et al. (1997), Hanson et al., (2003) and recent contribution by Becker and Muendler
(2010), Barba Navaretti et al. (2010), Godart et al. (2013), Hijzen et al. (2010), Kleinert and Toubal (2007) who use European
datasets.
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cal work is based on a unique dataset that matched detailed information on the domestic activities of

Japanese Vrms as well as overseas activities. We create this parent-aXliate dataset by manually match-

ing Toyo Keizai Inc.’s data on the activities of overseas aXliate with the PaciVc-Basin Capital Markets

Research Center (PACAP) data on the income statement of the parent companies. The PACAP database

collects information on the income statement of over 2000 Japanese listed Vrms. We have information

on Japanese parents’ employment level as well as their domestic sales and other Vrm-level controls such

as the sector of activity. Toyo Keizai Inc. collects data on the activity of foreign aXliates of Japanese

Vrms as well as their main business line. Our econometric analysis covers the period 1982 to 2002. We

can therefore analyze whether the post-1991 period as led to a signiVcant destruction of domestic jobs

due to the foreign activities of Japanese manufacturers.

Our econometric methodology employs the estimation of a labor demand function as in recent stud-

ies using micro-level data (Barba-Navaretti et al. 2003; Görg et al., 2009; Godart et al., 2013 and Harrison

and McMillan, 2013). We apply two complementary empirical approaches to estimate the eUect of over-

seas investment on domestic employment of Japanese Vrms. First, we use the event study technique

and compare average diUerences in domestic employment of Vrms that did not internationalize to the

employment of Japanese multinational Vrms. We moreover introduce a discontinuity in time to take

into account the pre- and post-bubble period. Second, we use a diUerence-in-diUerence estimator to

compare average diUerences in employment before and after the overseas investment. This technique

requires more information on the status of the Vrm before it switches. However, the diUerence-in-

diUerence analysis allows us to control for all non-random elements of the switching decision that are

time invariant and persistent over time (Smith and Todd, 2005). The remaining unobserved heterogene-

ity is averaged out by the large sample. Using the diUerence-in-diUerence estimator, we also account

for the post-1991 period by interacting a post-1991 dummy variable with the Vrm status.

Our Vndings suggest that multinational Vrms have no signiVcant eUect on the hollowing out process

during the sample period. However, our results conVrm a negative impact of Japanese multinationals

on their domestic employment in the post-1991 period. This eUect is however small. Compared to non-

multinationals, Japanese multinationals have reduced their domestic employment by 0.17% per year

from 1992 to 2001. This eUect is mostly due to the activities of vertical multinational Vrms.

The rest of this chapter is organized as follows. In section 4.2, we present the Japanese data and

provide some facts on the extend of Japanese FDI over the sample period. In section 2.3, we introduce

the methodology and the empirical framework. In section 2.4, we present the results. We conclude in

section 2.5.
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2.2 The Japanese Data

In this section we use a diUerent dataset to provide information on the process of internationalization

of Japanese Vrms. In following we have chosen to present some fact from the raw Vles which covers

subsequent periods. This choice is motivated by the willingness to provide accurate facts on the activity

of multinational Vrms and their locations.

Overseas AXliates. This study is based on a unique set of survey data collected by Toyo Keizai Inc.

(Tokyo, Japan) entitled Japanese Overseas Investments: A complete list by Vrms and countries (Japanese:

Kaigai Shinshutsu Kigyou Souran). We use Vve editions of the survey (1984/85, 1986/87, 1992, 1995,

2001) for this study. For each edition of the survey, Toyo Keizai queries Japanese Vrms about their

overseas aXliate holdings, and the survey provides numerous pieces of information on the investing

parent as well as the overseas aXliate. Importantly for this paper, we can determine not only the

aXliate’s geographic location and establishment date, but also the aXliate’s employment (at year of

survey) as well as a verbal description of its main business line. Typically, this business line data allow

us to determine aXliate industry classiVcation to at least the 2-digit U.S. SIC, but most often we can

determine industry aXliation to the 3- and 4-digit level. Note that we begin with 1984/85 survey, which

is prior to the explosion of Japanese outward FDI noted in the second half of that decade. In addition,

Mason (1994) indicates that most Japanese Vrms were unable to invest abroad prior to 1970 due to

government restrictions on their overseas activities. Thus, our dataset encompasses a majority of the

Japanese FDI experience over the past three decades.

Given these datasets, we are able to determine a number of signiVcant of FDI-related pieces of

information for each Vrm, including the number of foreign aXliates it operates, how many diUerent

countries in which these aXliates operate (to establish a measure of the parent’s foreign aXliate net-

work), and how many of these aXliates are located in any particular country. We are also able to

characterize, for each survey year, the number of Japanese listed Vrms that have operating foreign af-

Vliates, the average and median number of operating aXliates per investing Vrm, as well as the average

and median number of operating aXliates per investing Vrm by aXliate location. To make sense of the

geographic dispersion of these aXliates, we group aXliate location into eight categories: China, non-

China Asia, Middle East, Europe, North America (U.S. and Canada), Latin America and the Caribbean,

Africa, and Oceania.

We present summary statistics on this dataset in several ways. First, Table 1 reveals information on

the number of investing Vrms and their average holdings.

There are numerous takeaways from even this simple set of aggregated descriptive statistics. Note

that the number of investing Vrms jumps by 290% between 1985 and 1992, and then continues to rise
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through 2001. This is the explosion of outward FDI that corresponds to the time that Japan starts

worrying about the hollowing out of its economy. This jump in investment results in a more than

doubling of the number of aXliates (16166 in 1992 compared to 6664 in 1987). However, many of the

Vrms newly investing Vrms during the late 1980s and early 1990s are smaller in size, and only have a

few established aXliates (which may be, in part, because of our use of 1992 as survey year due to data

availability). This results in a signiVcant drop in the average (10.6 to 5.3) and median (4 to 2) number

of established aXliates per investing parent. We also note that the Japanese bubble economy appears

to impact outward FDI, as the pace of foreign expansion slows (but, importantly, does not reverse).

Between the 1992 and 1995 survey years, only 399 new investors are noted, and the number of aXliates

increases only by about 20%. The average and median number of aXliates does not change over this

period as well. Finally, post-2000 investment data show increases in total aXliates operating abroad, as

well as the average number of established aXliates per Vrm. However, given the median number of per

Vrm aXliates does not change since 1992, it appears that much of the foreign aXliate establishment is

being done by Japanese parents with large foreign aXliate networks.

Table 1 addresses the expanse of foreign aXliate networks as it reveals the average and median

number of countries in which parent Vrms’ operate. Note the drop between 1987 and 1992, which

corresponds to the signiVcant foreign investment by Vrms new to outward FDI. In fact, the average and

median number of countries in which a Vrm operates has yet to rise to its pre-bubble level. However,

these aggregates do not tell us the extent to which Vrms are using FDI as part of the hollowing out of

the Japanese economy. To do this, we disaggregate the aXliate geographic location to the aforemention

eight regions. Table 2 focuses on the statistically most important of these regions: China, non-Chinese

Asia, North America, and Europe.

Several key characteristics of the Japanese aXliate network pattern can be noted here. In 1985 few,

if any, Japanese parent Vrms had any foreign presence in China. However, by 1987, there is ten-fold

increase in the average number of investments per Vrm in China, from 1 in 200 investing Vrms having

a presence in China in 1985 to approximately 1 in 20 in 1987; by 1992, another ten-fold increase is

noted as well, with 1 in every 2 foreign investors having a Chinese presence. For the rest of Asia, we

drop in investment in these locations during the 1990s, but a rebound in these areas beginning in 2000.

Note also the continued (relative) decline in North American and European investment. At the start

of the sample, Vrms on average had 3 investments located in the combined North American-European

continents. There is a steady decline in the average number of investments per Vrm in these locations,

down to less than 2 by 2001. Combined, these results reveal a geographic change in the foreign aXliate

networks of Japanese foreign investors over the past 30 years.

While the FDI dataset shows Japanese Vrms increasing their foreign presence through growing for-
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eign aXliate networks, the FDI dataset alone cannot tell the entire hollowing out story. To do that,

we look to additional data to support our claim that hollowing out was indeed happening. One place

to look is METI, the Japanese Ministry of Economy, Trade, and Industry. Previously, METI published

data on employment trends of Japanese based parents and their overseas aXliates. Figure 1 serves as

an example of these employment trends for the year 1997. This Vgure shows a majority of Japanese

manufacturing industries, as well as manufacturing as a whole, see decreased domestic employment

growth rates coupled with increased overseas employment growth rates. Note this Vgure does not in-

dicate negative growth rates for the Japanese parents, but rather that employment growth was slowing

in Japan, and picking up steam outside of Japan.2

METI’s Research and Statistics Department also used to (through 2002) collect data on the Japanese

Overseas Production Ratio. Table 3 below provides data on this for manufacturing as a whole. Note the

Vve-fold increase in Japanese overseas production during the 1982-2002 time period. This data clearly

suggest an increasing percentage of Japanese production occurring outside of Japan.

Parent Firm Data. As this study focuses on the behavior of Japanese parents, we restrict our em-

pirical estimation to only publicly held Japanese parent Vrms. Determination of this status comes

from both Toyo Keizai’s annual Japan Company Handbook as well as the PaciVc-Basin Capital Markets

Research Center (PACAP) database. The PACAP database collects Vrm-level Vnancial data from the

Daiwa Institute of Research Ltd as well as Toyo Keizai for over 2000 Japanese listed Vrms. The dataset

we have spans from 1982-2002. From this, we are able to collect a wealth of parent-speciVc information,

including its main business line and employment levels.

An interesting feature of the dataset is that it contains the parent Vrm’s main business line. Com-

bining the parent and aXliate main-business line information, we can roughly appreciate the extend of

vertical fragmentation operated by Japanese Vrms by creating variables focusing on vertical FDI both

globally as well as for each geographic areas.3 In Figure 2.1, we concentrate on the main destination of

Japanese FDI, Asia, Europe and North America and show the share of overseas aXliates classiVed in a

diUerent business line than their Japanese parent.4 The Vgure shows that Japanese multinational Vrms

have reallocate their vertical production network from North America to Asia and Europe. The share

of overseas aXliates classiVed in a diUerent business line than their Japanese parent has more doubled

in these two regions while it is halved in North America.

2Source: METI Census of Manufactures; www/meti.go.jp/english/statistics/tyo/genntihou/h2c3720e/h2c3723e.html
3See the interesting contribution of Yamashita (2010) for a detailed analysis of the international fragmentation of the Japanese

production process.
4We follow Buch et al. (2005) and assume that all aXliates classiVed in another business line than their parent belong to a

vertical production network.
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Insert Figure 2.1 here

Note: Author calculations from Toyo Keizai Data.

Importantly, we combine the parent information with information on aXliates employment. In

Figure 2.2, we aggregate the employment Vgures at sector level and show the change in domestic and

foreign employment for Japanese multinational Vrms between 1991-2011. The evidence is striking. In

the manufacturing sector, the Japanese parent have reduced their domestic employment by almost 3%

on average. This reduction has partly been absorbed by an increase in employment by foreign aXliates.

The most important changes are reported in the textile and the iron industries. In both industries, the

reduction concerns the share of employment of parent and aXliates. In the other sectors, the reduc-

tion in the domestic employment of multinational Vrms is always (at least) partly compensated by an

increase in the share of foreign aXliate employment.

Insert Figure 2.2 here

Note: Author calculation from Japanese Ministry of Economy, Trade, and Industry (METI) employment

data.

We can moreover classify the Vrms in the PACAP database into three categories. The Vrst category

concerns domestic Vrms that have never invested in a foreign country. The second category concern

multinational Vrms that have at least one overseas aXliate over the sample period. The third category

concerns Vrm that have changed their status and become multinationals. We call these Vrms switchers.

In Figure 2.3, we show the density distribution of domestic employment of multinationals and switch-

ers for the year 1983 and the year 2000. We show that multinational Vrms and switchers have reduced

their domestic employment. This is in fact in line with the hypothesis that part of the hollowing out

process is driven by Vrms that have aXliates in foreign countries. These Vrms substitute domestic jobs

to foreign employment. However, Figure 2.3 shows that domestic Vrms have experienced a similar re-

duction in employment during the same sample period.

Insert Figure 2.3a AND 2.3b AND 2.3c here

Note: Author calculations from Toyo Keizai Data.

The main issues is therefore to characterize and identify the impact of Japanese multinationals

on the reduction of manufacturing employment. In the following section, we present our empirical

methodology and identiVcation strategy.
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2.3 Methodology and Empirical Framework

To identify the eUect of oUshoring on domestic employment, we estimate an augmented labour demand

function which is based on a generalized cost function as in Hamermesh (1993). This estimation proce-

dure has been implemented in several recent papers investigating the impact of oUshoring on domestic

employment by parent Vrms including Barba-Navaretti et al. (2003), Görg et al. (2009), Godart et al.

(2013) and Harrison and McMillan (2013). The standard labour demand can be written as follow:

ln(Lit) = αln(wit) + βln(Qit) + γln(rit) (2.1)

To estimate equation 2.1, we need information on Japanese employment, wages, outputs and capital

prices. Wemeasure ln(Lit) as the natural logarithm of net domestic employment of the Japanese parent

i in Japan at time t.

The PACAP dataset does not report information on the Vrm-level wage bill. We therefore approx-

imate wit by Vrm-level labor productivity deVned as the ratio of value added over employment. We

also proxy the Vrm-level output, Qit, by the consolidated level of sales. The prices of capital is approx-

imated by Vrm-speciVc capital stock. The Vrm-level controls are lagged one year and they are all taken

in logarithms.

The labour demand equation is extended to include the multinational status of the Japanese Vrm.

MNEit is a dummy variable that takes the value of one if a Japanese Vrm has at least one aXliate

abroad. In order to investigate wether Japanese multinationals aUected signiVcantly domestic employ-

ment during the lost decade, we add a post-1991 dummy variable that we also interact with the MNE

dummy.

We can write the empirical labour demand as:

ln(Lit) = ζMNEit + δ(MNEit × Post1991) (2.2)

+ ξPost1991 + αln(wit−1) + βln(Qit−1) + γln(rit−1) + εit−1

εit is the error term. The standard errors are allowed to be adjusted for clustering at the Vrm-level

to account for heteroscedasticity and non-independence across the repeated observations within Vrm.

In order to estimate 2.2, we develop two empirical methodologies. In the Vrst set of estimations,

we add two types of variables to the conditional labor demand equation. The Vrst variables are sector

× year speciVc dummy variables. They allow us to control for cyclical eUects that are common to
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each sector. The second of variables are Japanese Prefecture × year speciVc eUect. They account for

localized labor market changes, such as external shocks (localized earthquakes or exogenous shocks)

or changes that are speciVc to each Prefecture. In the Vrst methodology, we therefore compare the

conditional labour demand Vrms of Japanese multinational with non-multinational Vrms.5

In the second set of estimations, we use a Vxed eUect model. We include Vrm-speciVc eUects and

time dummies to control for year-speciVc shocks. In this methodology, we are examining the within

estimates of labor demand. As we use the within variation, we compare the employment level of

Vrms before and after becoming a multinational Vrm. As our methodology involves a interaction term

between the MNE and the Post1991 indicators, we analyse whether multinationals have reduced their

domestic employment in the post-1991 period. Since employment is likely to be jointly determined

by output and also by Vrm-level wages, we apply in a robustness check a Vrst diUerenced two-step

generalized methods of moments (GMM) estimator as developed by Arellano and Bond (1991). This

estimator uses lagged levels of the endogenous variables as instruments in the Vrst diUerenced equation.

The results are reported in Table 2.7 in Appendix. The results are consistent with our previous Vndings.

In the following Table, we report the summary statistics of the variable used in the estimation. The

average Vrm in the sample is about 1800 employees. The Vrms are therefore large enough to aUect the

Japanese economy. Consistent with the Figure 2.3, Japanese parents’ employment fell by 31.5% during

the sample period.

2.4 Results

Table 2.5 reports the results of regressions without Vrm and year Vxed eUects to study the relationship

between the level of employment and the multinational status over time across Vrms. The log of

Japanese employment is our dependent variable and we use the sector × year and Prefecture × year in

all speciVcations. Column 1 of Table 2.5, reports the estimated coeXcient on the full sample. In column

(2) we introduce the lagged MNE variable. The results indicate that domestic employment by Japanese

Vrms is not aUected by the MNE status at least on average over the sample period.

In the third column, we introduce the interaction term between the MNE and the post-1991 dummy

variables. We Vnd a negative and signiVcant eUect of the cross term. The eUect is estimated with a

suXcient degree of precision at 5% level of signiVcance. Compared to non-multinationals, Japanese

multinationals have reduced their domestic employment by 1.5% during the post-1991 period. Their is

no signiVcant diUerence between Japanese multinationals and domestic Vrms in the pre-bubble period,

before 1991. In columns (4) and (5), we investigate whether the impact is due to vertical or horizontal

5Note that the Post1991 dummy variable cannot be estimated in this Vrst methodology as it is collinear with the Prefecture
× year and sector × year speciVc dummy variables.
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type of activities. In our crude approximation of these types, we use the nomenclature of activities of

the parent and their aXliates in order to classify Vrms. Vertical MNEs are Vrms that declare aXliates in

another sector than their own. We Vnd the eUect to be twice as large than the average eUect for vertical

multinational Vrms. As shown in column (5), there is no diUerential impact for horizontal MNEs.

In Table 2.6, we use the diUerence in diUerence methodology by introducing Vrm and year Vxed

eUects. We investigate the impact of overseas investments using the within variation in domestic

employment over time and therefore analyze the impact of becoming a multinational Vrms on domestic

employment. Note that we can now provide an estimate for the Post1991 dummy variable as it is not

longer collinear with the set of speciVc eUects.

In columns (1) and (2), we report the estimates using the MNE dummy variable and its lag. The

within estimates are insigniVcant. Over the large sample period, there is no eUect on domestic employ-

ment of switching from the domestic to the multinational status. However, the lost decade is a period

of job destruction. We Vnd a negative and signiVcant eUect of the Post1991. Compared to the previous

period, Japanese Vrms have reduced their employment by about 2.2%.

In column (4), we introduce the interaction term between the MNE and the post1991 dummy vari-

ables. The interaction terms is signiVcant and negative. This implies that Japanese Vrms that have

switched to the multinational status have reduced their domestic employment in the period post 1991.

The reduction is about 2%.

We Vnd an ampliVcation of this eUect for vertical multinational Vrms. In column (4), we Vnd a

reduction of domestic employment by about 4% during the lost decade for the Japanese Vrms that

have started to fragment their production process. The negative eUect is not signiVcant for horizontal

multinational Vrms.

Our results partially conVrms the prediction of Baldwin (2006). Over the sample period, Vrms that

have started to split up their production process exert a negative eUect on their domestic employment

(0.017-0.022=-0.005). However, this eUect is positive and signiVcant in the pre-1991 period. Concerning

the sample of horizontal multinational Vrms, we Vnd a positive eUect of Vrms that switched from

domestic to multinationals on domestic employment in the pre-1991 period. The coeXcients of the

MNE dummy variable are however estimated with a low degree of precision.

2.5 Conclusion

We investigate the impact of multinational overseas activities on their domestic employment. For

many years numerous empirical studies have examined the relationship between Japanese outward

FDI in manufacturing and the hollowing out, or employment loss, in the Japanese domestic economy.
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Our contribution to this literature is unique in that we merge Japanese Vrm-level balance sheet and em-

ployment datasets with the Vrm’s FDI activities during the 1982-2001 period. Our empirical approach

focuses both on employment comparisons between Vrms with (MNEs) and without (domestic) foreign

aXliates, as well as how changes from domestic to MNE status aUect Vrm-level domestic employment.

In addition, we examine employment pre- and post-economic collapse to gain a better picture on how

MNE employment activity changed in these two signiVcantly diUerent periods in the Japanese econ-

omy.

We Vnd some limited evidence of the hollowing out of the Japanese economy by Japanese MNEs

moving production out of Japan during the period after the 1991 economic collapse. While the ag-

gregated data on overseas production ratios suggest a signiVcant increase in the amount of Japanese

production occurring outside of Japan, this outsourcing appears to have had only minor eUects on

Japanese domestic employment. Japanese vertically oriented MNEs did realize a drop in domestic em-

ployment, as they most likely outsourced some of their labor-intensive manufacturing activities, which

is in contrast to horizontally oriented MNEs, who could not do this. But, combining the limited em-

ployment impact on individual MNEs with the relatively small number of vertically oriented MNEs as

compared to the entirety of the Japanese economy, it is diXcult to attribute hollowing out to FDI. Why

domestic employment did not drop as many predict is outside of the scope of this paper, but the signiV-

cant literature on Japanese employment rigidity point to several possibilities, including the well-known

lifetime employment policies adopted by many Japanese Vrms.
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1982 1985 1987 1992 1995 2001
No. of Investing Firms 763 795 860 3092 3491 4201
No. of Established AXliates 5718 6084 6664 16166 19608 22962
Avg.# of AXliates per parent 7.49 7.65 10.61 5.27 5.62 5.47
Median # of AXliates per parent 3 3 4 2 2 2
Avg. No. of Unique Countries 4.48 4.58 4.68 3.07 3.26 3.22
Median No. of Unique Countries 3 3 3 1 2 2

Note: Author calculations from Toyo Keizai Data.

Table 2.1: Summary Statistics on Japanese Outward FDI

1982 1985 1987 1992 1995 2001
China 0.004 0.005 0.048 0.455 0.418 0.834

(0) (0) (0) (0) (0) (0)
Non-China Asia 2.798 2.815 2.859 1.881 1.373 3.071

(1) (1) (1) (1) (1) (1)
North America 1.622 1.653 1.743 1.423 1.358 1.048

(1) (1) (1) (1) (1) (0)
Europe 1.219 1.225 1.328 1.032 1.090 0.849

(0) (0) (0) (0) (0) (0)

Notes: Author calculations from Toyo Keizai Data. Per Vrm average(median) data reported for
Japanese MNEs only.

Table 2.2: Japanese FDI by Major Geographic Region

Year % Year %
1982 3.2% 1993 7.4%
1984 4.3% 1994 8.6%
1985 3.0% 1995 9.0%
1986 3.2% 1996 11.6%
1987 4.0% 1997 12.4%
1988 4.9% 1998 13.1%
1989 5.7% 1999 12.9%
1990 6.4% 2000 13.4%
1991 6.0% 2001 16.7%
1992 6.2% 2002 17.1%

Note: No data reported for 1983. Source: METI.

Table 2.3: Japanese Overseas Production Ratio

Variables Mean Std. Dev

ln(Lit) 7.510 1.141
MNEit 0.548 0.498
ln(wit) -3.575 1.493
ln(Qit) 11.558 1.285
ln(rit−1) 9.159 1/178
ln(finit−1) -4.150 9.600

Note: Author calculations from Toyo Keizai Data.

Table 2.4: Sample Summary Statistics (1983–2000, Number of Observations: 15944)
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Full Sample Vertical
MNEs

Horizontal
MNEs

MNE (1/0) 0.001 0.006 0.004 0.004
(0.005) (0.005) (0.007) (0.007)

MNE (1/0, lag) 0.000
(0.005)

MNE × Post1991 -0.016b -0.033c -0.033c

(0.007) (0.019) (0.019)
Output (lag) 0.528a 0.529a 0.528a 0.533a 0.533a

(0.005) (0.005) (0.005) (0.007) (0.007)
Capital (lag) -0.007 -0.007 -0.007 -0.014b -0.014b

(0.005) (0.005) (0.005) (0.007) (0.007)
Wages (lag) -0.460a -0.460a -0.460a -0.468a -0.468a

(0.008) (0.008) (0.008) (0.007) (0.007)
Sector × Year FE Yes Yes Yes Yes Yes
Region × Year FE Yes Yes Yes Yes Yes
Obs. 15,944 15,944 15,944 8,548 4,584
Adj. R2 0.974 0.974 0.974 0.977 0.981
βMNE = βMNE∗Post−1991 4.818b 2.801c 2.801c

Robust standard errors in parentheses. Clustered at the Vrm level
ap<0.01, b p<0.05, c p<0.1

Table 2.5: Between Estimates of Labor Demand: Japanese Parent

Full Sample Vertical
MNEs

Horizontal
MNEs

MNE (1/0) 0.001 0.005 0.017c 0.023c

(0.007) (0.007) (0.009) (0.012)
MNE (1/0, lag) 0.001

(0.007)
MNE × Post1991 -0.022b -0.049b -0.075

(0.009) (0.020) (0.048)
Post1991 -0.112a -0.112a -0.098a -0.060a -0.014

(0.013) (0.013) (0.013) (0.023) (0.051)
Output (lag) 0.514a 0.514a 0.514a 0.522a 0.512a

(0.016) (0.016) (0.016) (0.019) (0.020)
Capital (lag) 0.011 0.011 0.012 0.001 0.029b

(0.009) (0.009) (0.009) (0.012) (0.012)
Wages (lag) -0.260a -0.260a -0.260a -0.286a -0.258a

(0.033) (0.033) (0.033) (0.028) (0.042)
Firm FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes
Obs. 15,944 15,944 15,944 8,548 4,584
Adj. R2 0.982 0.982 0.982 0.982 0.985
βMNE = βMNE∗Post1991 4.776b 8.270a 3.686b

Robust standard errors in parentheses. Clustered at the Vrm level
ap<0.01, b p<0.05, c p<0.1

Table 2.6: Within Estimates of Labor Demand: Japanese Parent
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Appendix

Full Sample
Domestic Employment (lag) -5.054a -4.503a -5.281a

(1.068) (1.130) (1.476)
MNE (1/0), lag 0.286c 0.440b

(0.171) (0.193)
MNE × Post1991 -1.856c

(1.016)
Post1991 -0.062a -0.063a 1.097c

(0.006) (0.006) (0.635)
Output (lag) 2.977a 2.727a 3.035a

(0.532) (0.558) (0.700)
Capital (lag) -0.076a -0.128a -0.144a

(0.020) (0.034) (0.035)
Wage (lag) -2.736a -2.483a -2.798a

(0.511) (0.541) (0.690)

Obs. 11,444 11,444 11,444
Number of Vrms 1,112 1,112 1,112
Sargan P-Value 0.0177 0.0209 0.478
Robust standard errors in parentheses. Two-step GMM Arellano and Bond (1991) estimator.
ap<0.01, b p<0.05, c p<0.1

Table 2.7: Dynamic Panel Analysis: Arellano Bond Estimates
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3.1 Introduction

Low frequency changes in the structure of production, and the associated allocation

of factors across sectors, are issues of renewed importance with the emergence of

large new players in world trade. The deindustrialization of rich economies appears

to be accelerating, as labor moves from industrial sectors into services. This realloca-

tion is taking center stage in political circles, where calls for industrial policy, rising

regulation or protectionism are heard increasingly loudly. The conventional view of

structural change describes patterns of production that go from agricultural goods to

industries, and then from industries to services. Thus mature economies are by def-

inition specialized in services.1 In its own right, this fact does not sound necessarily

problematic. Thus the question arises why such a venerable topic has regained promi-

1See for instance Chenery, Robinson, and Syrquin (1986). This paper uses indiUerently the terms "manufactures" and "indus-
tries".
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nent policy relevance

There are two theoretical mechanisms that can explain structural change. First,

technological progress is asymmetric across sectors. High productivity growth frees

up labor, which tends to leave sectors with high productivity growth, towards sec-

tors with low technology growth. This is the famous "cost disease" Vrst proposed by

Baumol (1967). Thus wage earners are subjected to a double pain: Vrst, they must re-

allocate across sectors, which can have substantial welfare consequences if skills are

sector speciVc. Second, inasmuch as they reWect productivity, wages tend to grow at

lower rates in the sectors that create jobs. It is understandable that such a mecha-

nism would be of direct concern to policy makers. Two key parameters govern its

magnitude: the substitutability between capital and labor in production, depending

on which labor does not have to suUer the brunt of cross-sectoral reallocation. And

the substitutability between goods that belong to diUerent sectors: under strong com-

plementarities, demand survives even in sectors with rising relative prices (i.e. those

with low productivity growth), which exacerbates the reallocation of labor towards

low productivity sectors.2

The second mechanism is demand-driven: Under non-homothetic preferences, in-

creases in income have asymmetric consequences on demand. across sectors. With

an income elasticity above unity for services, and below unity for manufactures, the

economy undergoes conventional structural change as it grows rich. Interestingly,

the mechanism is purely demand driven, without any immediate prediction on the

patterns of wages across sectors. In particular, there is no implication that labor re-

allocation is accompanied by a systematic fall in wage growth. With non homothetic

preferences, demand policies can hope to have permanent eUects on structural change,

for instance via subsidies towards sectors with high income elasticities. It is therefore

not surprising that such preferences have been the object of a large literature.3

2See Ngai and Pissarides (2007) or Acemoglu and Guerrieri (2008).
3Kongsamut, Rebelo, and Xie (2001), Foellmi and Zweimuller (2008) or Gollin, Parente, and Rogerson (2002) have proposed

models with non-homothetic preferences of the Stone-Geary type.
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This paper documents the salient features of structural change in 14 OECD coun-

tries since 1970. The dynamics of employment and output shares are described at a

variety of diUerent aggregation levels. The purpose is to illustrate the correlations be-

tween the growth rates of employment, of labor productivity, and of wage growth at

sector level across the developed world. It is done by estimating the trend growth rates

in the sector shares of employment vs. real value added in the cross section of OECD

countries, and by comparing their magnitudes for each sector. The supply-side view

of structural change implies that sectors with negative employment trends should dis-

play larger output growth than employment growth . Whenever this does not happen,

other forces are at play than the pure "cost disease" mechanism. The cross-country di-

mension makes it possible to diUerentiate sectors that verify this pattern from other

that do not.

Structural change has been at play in the sample considered in this paper. Ta-

ble 1 documents that employment shares have decreased in manufacturing for all but

one of the countries considered.4 They unanimously increased in services. On aver-

age employment in manufacturing sectors shrank by 1.26 percent per year since 1970,

whereas employment in services increased by 1.82 percent per year. The starting point

of this paper is to recognize that the same has not been true of value added: The share

of manufacturing in value added has essentially remained unchanged over the period

in the OECD, while the share of services has increased. In other words, labor produc-

tivity rose drastically faster in manufactures than in services. This suggests that on

average, Baumol’s view of structural change constitutes an accurate representation of

structural change in the rich world: sectors with relatively high productivity growth

tend to lose employment.

The share of the manufacturing sector in value added did not fall between 1970 and

2011, whereas the share of services increased. This is quite diUerent from the conven-

tional view going back to Chenery, Robinson and Syrquin (1986), where in developed

4The exception is Norway, where manufacturing increased an average of 0.01% per year, presumably because of the oil sector.
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countries the reallocation goes from manufactures to services. I show that the re-

silience of value added in manufacturing comes from heavy industries, whose relative

share in GDP actually rose over the period, and where therefore productivity growth

was highest. Light industries, in contrast saw their share of GDP fall, albeit at a lower

rate than employment, so that productivity was still growing there.5 The resilience of

heavy manufactures was in fact prevalent well into the 1990’s, as their share of GDP

continued to increase until 2000, stabilized, and has only started falling since 2007.

But then, since the share of services in GDP increased, what sectors saw their share

fall, if not manufactures? I Vnd that it is the share of construction in value added that

fell between 1970 and 2011 in the OECD. Given the absence of any signiVcant trend

in the share of employment in construction, this suggests the productivity in con-

struction was actually falling over the period, but at a slower rate than in services. In

other words, the "cost disease" appears to have been instrumental in allocating labor

frommanufactures to services, where the diUerential in productivity growth rates was

largest. Parallel to this, wage growth was highest in manufacturing, second highest in

construction, and lowest in services. Structural change meant job destruction in high

wage growth activities, and job creation in low wage growth sectors.

There are two prominent exceptions to this pattern. I Vnd that relative productivity

growth is highest in ICT sectors, and second highest in the Vnancial industry. Yet,

employment growth was positive, especially in the ICT sector until the 2000’s. The

pattern is less signiVcant in Vnancial services, yet it is apparent that the growth in

value added share has tended to exceed that in employment share, while the sector

hired. These are therefore highly productive sectors that hired, at least until the 2000’s.

They constitute an exception to the cost-disease explanation of structural change. For

all other services, the opposite pattern obtains: employment growth is positive, but it

is also larger than value added growth. This is especially true of administrative and

non-business services - whose share in value added fell in the 1980’s and 1990’s, even

though they were hiring.
5Heavy industries include metals, metal products, machinery, equipment and transport equipment. Light industries include

food products, textiles, leather, wood, paper, printing, rubber, plastics, pharmaceutical and furniture.
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There are two potential explanations. First, ICT (or Vnancial services) are highly

substitutable with other sectors: then employment can freely move into these high

productivity sectors as there is no need to continue producing other, less productive,

goods. Elasticities of substitution are typically estimated to be low in the aggregate,

and high at a more microeconomic level (see for instance Herrendorf, Rogerson and

Valentinyi, 2013, Samaniego and Sun, 2014, or Imbs and Méjean, 2015). But the ev-

idence at the disaggregated level mostly builds from goods that are traded interna-

tionally: there is little evidence about elasticities of substitution as regards services,

and even less for speciVc services such as ICT or Vnancial services. Given the time

pattern apparent from the data, that hiring in ICT and Vnancial services had stopped

by the 2000’s, it is diXcult to think of an explanation based on these services being

highly substitutable with the rest of the economy: they would presumably have to be

throughout the period.

An alternative explanation rests on the existence of non-homotheticities in pref-

erences. If the demand for ICT and Vnancial services increases with income, then it

follows directly that both sectors would be hiring even during periods of high pro-

ductivity growth. In fact, they would represent an illustration of what McMillan and

Rodrik (2011) document across a broad sample of countries: a reallocation of factors

from low to high productivity sectors. In fact this paper documents a systematic pos-

itive correlation between the growth rate of employment share in ICT and the overall

growth of GDP. In other words, these exceptions to Baumol’s cost disease appear to

have sizable consequences on the aggregate performance of the countries where em-

ployment reallocates there. This suggests an interesting interpretation of the facts

documented by McMillan and Rodrik (2011): there are non-homotheticities in prefer-

ences, and the reallocation of labor towards sectors with high income elasticities tend

to be associated with high GDP growth.

This is far from the Vrst paper taking an interest in the mechanics that under-

pin structural change. Two recent contributions have attempted to distinguish the
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contributions of heterogeneous sector-level TFP growth vs. non-homothetic prefer-

ences. Boppart (2014) constructs a model with non-Gorman preferences, where non-

homotheticities can be combined with heterogeneous TFP without loss of tractability.

He is able to document that, in US data, roughly half of structural change comes from

each mechanism. Buera and Kaboski (2009) construct a model that also has both in-

gredients, and identify the shortcomings of its predictions, as well as some avenues to

correct them. Rather than a model-based decomposition, this paper proposes a purely

empirical approach, whose purpose is not to establish that non-homotheticities ex-

ist (after all, we do know the poor consume more subsistence goods than the rich).

Rather, the purpose here is to document in what sectors non-homotheticities are most

likely to prevail. Using coarse data limited to OECD countries, it shows they seem to

have prevailed in a speciVc type of services, with important aggregate consequences.

One of the key advantages of sector-level data is the availability of value added in-

formation, which aggregates directly into GDP. Thus it is possible to relate structural

change with aggregate performance. In that sense, this paper is closest to chapter

10 in this volume, though with less of a focus on international trade and the role of

developing economics. The approach stands in contrast with Vrm-level data, where

it is typically only information on sales that is available. Of course, the question of

structural change can readily be analyzed from Vrm-level data. For instance, the clas-

siVcation of Vrm into diUerent sectors is aUected by the emergence of vertical trade

at a global level, and by the possibility of international trade in tasks rather than in

goods only. And so, as argued in chapters 4 and 5 of this volume, the very charac-

terization of structural change can be altered depending on which sectors Vrms are

allocated to. But the bridge between Vrm-level activity and aggregate income remains

virtually impossible to cross, because of the diXculties involved in isolating value

added in Vrm-level data.6 This paper focuses Vrmly on the correlation between struc-

tural change and aggregate performance, taking as given the allocation of economic

activity to diUerent sectors.

6Chapter 9 in this volume constitutes an exception, based on unique data available for France.
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The rest of the paper is structured as follows. Section 2 describes the data, and

introduces the empirical methodology. Section 3 presents the results. Section 4 con-

cludes.

3.2 Data and Methodology

Data on employment and real value added are collected from the June 2013 release of

the OECD Structural Analysis (STAN) database. Employment is measured by the total

number of persons at work, and value added is expressed in real 2005 prices using

sector-speciVc deWators, in local currency. Data are available from 1970 to 2011, for 14

OECD countries, with varying year coverage.7

The data are reported at the two-digit level, with up to 99 categories for all sectors

in the economy. A few sectors are divided up to the three-digit level, but these are

ignored in this paper. Most countries do not report information on all 99 two-digit

sectors, and instead regroup several two-digit sectors into ad hoc categories. For in-

stance, the US does not report separate information on Agriculture, Forestry, Hunting,

and Fishing: instead the four sectors are regrouped into an intermediate category, ef-

fectively between one- and two-digit classiVcations. These regroupings are diUerent

across countries, so that a panel of sector data at two-digit aggregation level is by

construction unbalanced, and contains many missing observations.

But all countries classify the two-digit categories into two main manufacturing sec-

tors (heavy and light manufactures), and six main service sectors (trade, information

and communication, Vnancial industry, real estate, administrative services, and non

business services). This paper uses the observed cross-section of two-digit sectors to

identify trends in each of these eight main categories in the OECD. This presents the

key advantage that trends can be estimated for each of the eight categories, using both
7The 14 countries along with their respective time coverage are: Austria 1976-2011, Belgium 1995-2011, Czech Republic 1995-

2011, Germany 1991-2008, Denmark 1970-2010, Finland 1975-2011, France 1978-2010, Hungary 1995-2009, Italy 1992-2010, the
Netherlands 1988-2011, Norway 1970-2011, Slovenia 1995-2010, Sweden 1994-2010, USA 1987-2010. Korea has no employment
data, and so is omitted.
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the cross-country and the cross-sector dimension of the data.

The paper estimates average yearly growth rates in sector shares. The main esti-

mation is given by

lnSict = αic + βit+ εict (1)

where i indexes observed two-digit sectors, c are countries and t denotes time. Sict

denotes the time t share of sector i in country c’s GDP or in aggregate employment;

αic is an intercept that is speciVc to each sector in each country. To account for

the possibility that structural change happens because of aggregate, or sector-speciVc

shocks, the residuals εict are clustered at country and sector levels. The estimate of

interest is βi, which captures the average yearly growth rate in the shares of sector i,

where the share can be that of employment or of value added.

Equation (1) is estimated on a variety of sub-samples: for manufactures, construc-

tion and service sectors, for their sub-components (i.e. the eight categories just men-

tioned), and decade by decade. The paper’s main contribution is a description of esti-

mates of βi across sectors and across sub-samples. No causal inferences are made.

For each sample, the estimation is performed for Sict = Nict∑
iNict

= Nict
Nct

and Sict =

Yict∑
i Yict

= Yict
Yct

, where Nict is labor and Yict is real value added. Denote with βNi the

estimated trend in the share of employment in sector i, and with βYi the estimated

trend in the share of value added. It is immediate that

βYi − βNi =

(
Ẏict
Yict
− Ṅict

Nict

)
−

(
Ẏct
Yct
− Ṅct

Nct

)

The diUerence between coeXcient estimates captures the productivity growth rate in

sector i relative to the country’s aggregate: βNi < βYi means sector i has relatively high

productivity growth in country c. The cost disease mechanism implies that βNi < 0

whenever βNi < βYi , and that β
N
i > 0 whenever βNi > βYi . In other words, sectors that

hire are those where labor productivity falls. The point of this paper is to document

the cross-sector patterns in such estimates for the OECD.
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In order to document the consequences of structural change on wages, the paper

also estimates a version of equation (1) on wages wict:

lnwict = αic + βwi t+ εict (2)

Estimates of βwi represent the time pattern of wage growth in sector i.

3.3 Results

The paper’s results are presented in three steps. First, the evidence on structural

change is discussed, using estimates of equation (1) for manufacturing, construction

and services, and then for their eight components. Second, the estimates are split

over time, in the four decades since 1970, and for the crisis years. Third, evidence

is presented on the correlation between structural change and aggregate economic

performance.

3.3.1 Structural Change in the OECD

Table 2 reports the estimates of β in equation (1), estimated on the sub-samples of all

manufacturing sectors, construction, and all service sectors. The Table conVrms the

deindustrialization of the OECD: between 1970 and 2011. The average growth rate in

the share of manufacturing in employment is negative: The share contracted by 1.7

percent per year on average. At the other end of the spectrum, the share of services in

employment rose, at an average annual rate of 1.3 percent. Employment in construc-

tion displays no signiVcant trend. Such reallocation is the epitome of deindustrializa-

tion: labor shifted from manufactures to services. The lower panel of Table 2 shows

that wage growth was slightly faster in manufacturing than in services, which em-

phasizes the potential welfare costs of structural change motivated by diUerent rates

of productivity growth.

Estimates of βYi complete the picture. They conVrm the rise of services in the
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average OECD economy: for services, βYi is positive on average. In contrast, βYi is

essentially zero for manufacturing sectors. This is interesting for two reasons. First,

in manufactures, βYi > βNi while in services βYi < βNi . This means that labor pro-

ductivity growth was relatively higher in manufactures than in services between 1970

and 2011. Since labor was reallocated from manufactures to services over the same

period, this is a clear illustration of the cost disease. De-industrialization happens as

labor goes from high to low productivity activities.

Second, the share of manufactures in GDP has in fact been constant since 1970

even though employment shrinks. This is surprising, because it suggests quite some

resilience in industrial production. In fact, de-industrialization would not be apparent

just on output data. Since
∑

i Sict = 1 it also asks the question of where is value added

shrinking, to compensate that it is increasing in services. Table 2 shows that it is the

relative value added in construction sectors that has shrunk since 1970 – not that in

manufactures per se. In fact, comparing estimates of βYi and βNi across all three sec-

tors, it is apparent that labor productivity fell drastically in the construction sector.

While it is growth in value added fell in construction, the growth in employment in-

creased in services. In both cases labor productivity fell, but for very diUerent reasons.

Even so, the diUerence in labor productivity growth is largest between manufactures

and services – hence the reallocation of labour between these two.

Table 3 decomposes the panel of Sict into subsets of the manufacturing categories.

In particular, I distinguish between heavy and light manufactures. Heavy manufac-

tures include metals, metal products, machinery, equipment, and transport equipment.

Light manufactures include food products, textiles, leather, wood, paper, printing, rub-

ber, plastics, pharmaceutical, and furniture. Table 3 estimates equation (1) for each

subset of manufacturing sectors. The results are striking: the value added share of

heavy manufactures did in fact increase between 1970 and 2011. Since their employ-

ment shares fell by 1.38 percent per year over the same period, productivity gains

were sizeable: more than 2.5 percent per year faster than in the aggregate. There were
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productivity gains in light industries as well, since βYi > βNi there as well. Jobs were

destroyed faster than in heavy industries (-1.84 percent per year vs. -1.38), while value

added actually contracted at 0.97 percent per year, i.e., light industries saw their share

in GDP actually fall. Consistent with these diUerential rates of productivity growth,

heavy manufactures experienced a slightly higher wage growth rate than light manu-

factures. The resilience of output in heavy manufactures (and fall in light industries)

is an interesting and novel fact.

Table 4 turns to services, with estimates of βYi and βNi for each of the six cate-

gories of services: trade, information and communication (ICT), Vnancial services (FI),

real estate, administrative services, and nonbusiness services. Administrative services

include legal and accounting activities, architects, engineers, scientiVc research and

development, advertising, rental and leasing, travel agencies, security and services to

buildings. Non business services include public administration, defence, education,

health, social work, arts, entertainment and other personal services.

Several results are worth mentioning. First, not all service sectors were net recipi-

ents of labor Wows: there are two exceptions, trade and Vnancial services, that do not

display any signiVcant trends in Nict
Nct

. At the other extreme, administrative services

were the number one recipient of employment, with a labor share rising by almost 3

percent per year since 1970. Relative gains in output are, in turn, centered on ICT,

with an annual growth rate in value added almost equal to 4 percent. The Vnancial

industry, comes second, with relative value added growing at 1.74 percent. In con-

trast, output in non business services actually contracted, denoting negative growth

in labor productivity.

In fact, most services mirror the cost disease: for real estate, administrative ser-

vices, and non business services all display positive employment trends, that exceed

output trends. In other words, most services verify βYi < βNi and βNi > 0: employ-

ment grows relatively in sectors that display relatively low productivity growth. The

reallocation of labor is especially detrimental towards non business services, where
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value added actually grows slowly relative to the aggregate.

What is interesting in these data is the exceptional features displayed by ICT ser-

vices, where the opposite from the cost disease seems to prevail. In this sector, we

have βNi > 0, and yet βYi > βNi . In other words, this is a recruiting sector (at a rate

of 1.6 percent per year) whose labor productivity is growing faster than the aggregate

(by approximately 2 percent per year). According to the OECD, ICT services include

publishing, audiovisual and broadcasting activities, telecommunications, and informa-

tion technology and other information services. These constitute a striking exception

to the explanation of structural change based on the cost disease. Here, labor get real-

located from low to high productivity sectors. The same can be said, albeit to a lesser

extent, of Vnancial services, where both output and (weakly) employment display a

positive trend, and βYi > βNi .

The lower panel in Table 4 reports the estimated trends for wage growth across ser-

vice sectors. The three sectors with fastest wage growth rates are Vnancial services,

real estate, and ICT services. The two slowest are administrative and non business ser-

vices. The ranking of wage growth is therefore largely in line with that of productivity

growth. The reallocation of labor from manufactures towards administrative and non

business services meant that wage earners saw the growth rate of their earnings de-

crease with structural change. Such is less the case for the two exceptional service in

Table 4, ICT and Vnancial services.

3.3.2 Structural Change over time

The measurement of production and productivity gains in service activities is noto-

riously problematic. See among many others Baily and Zitzewitz (2001) or Gordon

(1995). Thus, Table 4 is liable to under-estimate productivity gains, which could ex-

plain non-positive estimates of βYi for instance in non business services, or real estate.

It is however harder to think of measurement diXculties changing over time: Table

5 estimates equations (1) and (w) for the three broad sectors over each of the four
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decades in the sample, and over the crisis years since 2007. Three results are worth

mentioning.

First, de-industrialization did not start in earnest until the 1980’s. In the 1970’s,

the share of manufacturing labor did not fall, and the share of manufacturing output

actually rose very signiVcantly, at 3.6 percent per year. This represented large relative

productivity gains, not accompanied by a fall in the employment share of manufac-

tures, and in fact not accompanied either by structural change. The reallocation of

labor away from manufactures started in the 1980’s, and in fact accelerated until the

crisis years, when the share of employment in manufactures shrank by 2.6 percent an-

nually. The resilience of value added in manufacturing is conVrmed, with non negative

estimates of βYi until the 2000’s. The two decades from 1980 to 2000 are characterized

by clear job destruction in manufacturing, associated with non falling GDP shares,

i.e., structural change motivated by the cost disease. From 2000 onwards, value added

in manufacturing stops growing relative to the economy, and in fact βYi and βNi are

almost equal to each other during the crisis years: both contract at around 2.5 percent

per year. In other words, relative productivity growth in manufacturing has fallen

since 2000. The exact same patterns can be seen in wage growth, in the lower panel

of Table 5. The growth rate of wages in manufacturing fall from 11.3 percent in the

1970’s to barely 2.3 percent since 2007.

Second, the share of construction in value added contracted somewhat in the 1990’s,

but most noticeably in the crisis years since 2007. This is unsurprising given the dev-

astation of the housing sector during the great recession, which can be seen in the last

cell for Table 5, where the share of construction in value added collapses (−2.8 per-

cent). In other words, the fall in the construction share of value added that prevailed

in Table 4 appears to be mostly coming from the recent crisis. This explains why

construction does not seem to contribute to structural change in the previous Tables:

relative productivity growth in construction did not display much of a trend over the

four decades that preceded the crisis, and so did not drive much of a reallocation of
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labor.

Third, while βNi has been consistently positive in services since 1970, estimates

of βYi decrease signiVcantly over the period. The share of service in GDP rose sig-

niVcantly in the 1980 and 1990’s, but the trends essentially becomes zero from 2000

onwards. This illustrates the degradation of the cost disease: labor shifts to services

throughout the period, but the share of services in GDP is actually falling. Not only

is labor reallocated to sectors with relatively low productivity growth, but the level

of that productivity growth is falling throughout the period. And wage growth be-

haves accordingly: The lower panel of Table 5 conVrms that, until 2007 and the Great

Recession, wages grew consistently faster in manufacturing than in services.

It is hard to explain away these changes in sign estimates of βYi with the argument

that value added cannot be measured precisely in services. Presumably, the diXculty

in measuring value added in services is constant over time.

Tables 6 and 7 combine sector- and time-decompositions of equations (1) and (2).

Table 6 focuses on manufactures, with the purpose of timing the collapse in light

industry output, and the resilience of heavy manufactures. The Table conVrms once

again the timing of de-industrialization in the OECD. Job destruction only began in

both sectors in the 1980’s. While it was accompanied by rising estimates of βYi in

heavy manufactures, the share of light industries in value added started falling as

early as the 1990’s. In other words, both sectors displayed productivity gains from the

beginning of the period, and both shed labor. But productivity gains were substantially

larger in heavy industries, with rising shares of GDP, than in light industries, with

falling share of aggregate value added. This asymmetry continues into the 2000’s, and

it is only with the crisis that the value added share of heavy industries actually starts

falling.

In fact, the crisis years constitute a striking exception to Baumol’s disease: while

relatively high productivity growth is associated with falling labor shares throughout
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the period since 1980, from 2007 relative productivity growth rates in OECD manufac-

turing actually turn negative, as βYi < βNi . The last 6 years are in fact the only period

during which both labor and output shares collapse simultaneously in heavy manu-

factures. The violence of this reversal constitutes a plausible reason why structural

change is back with a vengeance in policy conversations: even in the sector where

labor productivity grew over the past decades (and where employment shrank as a

result), the crisis results in a fall in value added that exceeds the fall in employment.

Table 7 helps visualize the time pattern of structural change within the six main

categories of services. Several results are worth mentioning. First, ICT constitutes a

striking and long lasting exception to Baumol’s disease: the sector was a net recipient

of labor from 1970 until 2000, and it was also the sector with highest relative produc-

tivity growth. Across all three decades, the estimates of equation (1) for ICT imply

βNi < βYi by margins that reach a peak in the 1990’s and 2000’s. At the same time,

both βNi and βYi are signiVcantly positive. In other words, labor is shifted towards

sectors with high relative productivity growth. By the crisis the engine stopped: both

labor and output shares stabilized.

A similar exception is present in Vnancial services, but it is weaker statistically: the

point estimates of βNi and βYi suggest the sector displays relatively high productivity

growth from 1990, with positive inWows of labor. But the estimates are weakly signiV-

cant at best decade by decade, perhaps because of the diXculty inherent in measuring

value added in Vnancial services.

A third exception concerns administrative services. They have been net recipient

of labor since 1970, and well into the Great Recession. In the 1970’s (and only in the

1970’s), they also displayed the fastest rate of productivity growth, with βNi � βYi .

However, from the 1980’s relative productivity growth became negative, with in-

creases in employment that were consistently signiVcantly larger than growth in value

added. In fact, relative productivity growth in administrative services collapsed over

the period, with fast growing employment in the 2000’s (2.4 percent) and even in the
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crisis (0.91 percent), but no trend in output. In other words, employment is reallo-

cated towards services with low and falling relative productivity growth. The exact

same pattern is observed for non business services, also a net recipient of employment

throughout the period, but with shrinking contribution to GDP.

Tables 6 and 7 paint a dismal picture of the deindustrialization of OECD economies

since 1970. The reallocation of labor from manufactures to services accelerated from

1980. in the 1980’s and 1990’s, this reallocation happened towards sectors with rel-

atively high productivity growth and relatively high wage growth, ICT or Vnancial

services. But from the 2000’s, labor was reallocated increasingly towards sectors with

low and falling productivity growth, especially administrative and non business ser-

vices. Since then, the cost disease has been the Vrst reason for structural change, with

labor moving from relatively high to relatively low productivity sectors. The Great Re-

cession exacerbated this pattern. This must have had aggregate consequences, which

are examined in the next section.

3.3.3 Aggregate Implications and Policy

Since 1970, most sectors in OECD countries display either job destruction and rela-

tively fast growing labor productivity, or job creation but relatively slow growing la-

bor productivity. ICT services in the 1980’s and 1990’s constitute a striking exception

to this pattern of structural change: in this sector, labor productivity grows relatively

fast, but employment grows. To a lesser extent, the same can be said of Vnancial ser-

vices, perhaps in the 2000’s. On the other side of the spectrum, heavy manufactures

are the epitome of the cost disease, since they display job destruction and an excep-

tionally high rate of productivity growth. Until the 1990’s, labor productivity in heavy

manufactures grows both because labor is shed and value added grows; but from the

2000’s, productivity gains occur only via job destruction. In this section, I investigate

the aggregate consequences of this pattern of structural change.

The approach takes inspiration from Rodrik and McMillan (2011). I check for any
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aggregate consequences of the three exceptions just listed. I construct a panel of coun-

try growth indicators, measured decade by decade, and investigate whether economic

growth displays any exceptional behavior during the periods when ICT (or FI) create

jobs, or when heavy manufactures destroy jobs. I also consider the role of adminis-

trative and non business services, that tend to create jobs at low productivity growth

(i.e., the mirror image of manufacturing). At the left hand side, I consider real GDP

growth, real capital accumulation, TFP growth, and real per capita GDP growth. All

data come from version 8.0 of the Penn World Tables.

The exercise is based on binary variables that capture the exceptional (or non ex-

ceptional) features of Vve sectors: ICT, FI, Heavy Manufactures, Administrative, and

Non Business Sectors. For the Vrst two sectors, I construct a dummy variable taking

value one in decades (and countries) when ICT (or FI) create jobs while displaying rel-

atively high labor productivity growth. For heavy manufactures, I construct a dummy

variable taking value one in decades (and countries) when jobs are destroyed but la-

bor productivity growth relatively high. And for administrative and non business

services, the dummy variables take value one for decades and countries when em-

ployment grows and labor productivity is relatively slow. The speciVcation can be

rewritten:

gc,T = αc + β SECTORc,T + εc,T (3)

where gc,T denotes the growth performance of country c in decade T , measured as

GDP growth, capital growth, TFP growth, or per capita GDP growth, and SECTORc,T

captures the countries and decades when the relevant combinations of growth rates in

employment and labor productivity occur. We have SECTORc,T = {ICT, FI, HEAVY,

ADM, NONBUS}, with obvious notation. All regressions include country speciVc in-

tercepts.

For all intents and purposes, this is a growth regression. As such, it falls victim to

the gigantic literature that seeks to determine the "correct" speciVcation, that includes

all signiVcant and relevant co-variates. Equation (3) is no exception, and thus omitted
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variables can be a concern. DiUerent from the bulk of the empirical growth literature,

however, the relevant regressor is measured at sector level and it is not a measure of

the aggregate specialization of the economy. Of course, it is only inasmuch as they

correlate with SECTORc,T that omitted variables have damaging consequences on

estimates of β. It is not clear that they do.

Table 8 presents estimates of β, for successive combinations of sector-level data.

The Vrst set of speciVcations in the Table’s Vrst row conVrm that countries and decades

when ICT created employment are ones when GDP growth was relatively higher. It

was higher because of fast TFP growth, with sizable consequences on per capita GDP

growth. Thus, the reallocation of factors from low to high productivity, which did hap-

pen in the case of ICT, has large and signiVcant growth consequences: an additional

1.26 percent in per capital growth rate. This is consistent with Rodrik and McMillan

(2011): structural change boosts growth.

Interestingly, the allocation of employment to Vnancial services seems to have

detrimental consequences on GDP growth, and that happens because of lower cap-

ital accumulation. It is worth noting that the FI sector barely created any jobs in the

sample, with the dummy variable FI taking value one in barely one Vfth of the cases.

The results on the eUects of FI may be driven by a few extreme observations.

The second set of speciVcations in Table 8 focus on heavy manufactures. The sector

displayed exceptionally fast productivity growth over most of the period considered,

and destroyed jobs. Consistent with this, the estimates of β point to growth enhanc-

ing consequences of de-industrialization, with positive consequences on GDP growth.

Interestingly, virtually all of the increase in GDP growth works via accelerated cap-

ital accumulation: the sector grows as it substitutes capital for labor. This appears

insuXcient to have any signiVcant eUect on per capital GDP growth.

The third row of Table 8 shows that the reallocation of labor into administrative

services had a mild positive eUect on TFP growth, which translated into accelerating
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per capita GDP growth. Non business services have no aggregate consequences, per-

haps because the reallocation of employment towards these sectors has only started

in earnest relatively recently. The Vnal row of Table 8 combines all regressors, to con-

Vrm the positive roles of ICT and heavy manufacturing, via TFP growth and capital

accumulation, respectively. And the negative role of Vnancial services, albeit weakly.

None of the services that have recently become home to most job creation seem to

have any growth eUects.

What are the implications of these Vndings for policy? First, the last four decades

have witnessed enormous movement of employment across sectors. A few have had

positive growth eUects: the emergence of ICT services in the 1980’s and 1990’s has

boosted TFP growth, and thus growth in per capita income. The substitution of capi-

tal for labor in heavy manufactures has also boosted growth in income, though little

seems to have trickled down at the individual level. These two sectors constitute ex-

ceptions: the bulk of structural change, especially in the recent decades, has meant

employment reallocation towards services with low - and diminishing - labor produc-

tivity growth, such as administrative and non business services. These reallocations

do not seem to have translated in aggregate growth, which does not bode well looking

forward

What can the ICT exception teach us? There are three reasons why a sector with

a relatively high rate of productivity growth should hire. First, the good or service

produced in the sector is highly substitutable with the rest of the economy: then em-

ployment growth may be needed to meet the fast increasing demand. Second, there

are non homotheticities in preferences. Then demand shifts towards the services with

high income elasticities, which motivates further hiring .Third, international trade en-

ables the economy to specialize, which can happen in those sectors with fast growing

productivity, provided that happens to be the country’s comparative advantage. It is

not entirely clear why the substitutability between ICT services and the rest of the

economy should have been especially high during the 1980’s and 1990’s, only to fall
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subsequently in the 2000’s, when the sector stopped hiring. The possibility that the

income elasticity of demand for ICT services should be above unity may be more com-

pelling. If it is what happened, the exceptions documented in this paper suggest a very

speciVc kind of industrial policy can actually manage to aUect aggregate outcome: it

is one that subsidizes the sectors with income elasticity higher than one, thus making

it possible to transform a temporary demand shock into a permanent feature of the

pattern of production. Of course, the issue then becomes the identiVcation of income

elasticities, which is in and of itself the object of a large literature.

Finally, the rest of this volume takes seriously the possibility that international

trade should accelerate structural change, possibly with desirable growth consequences.

To my knowledge however there is no theory available to helps us think through the

potentially growth enhancing consequences of structural change in an open economy

environment. This would seem to be a promising area of research.

3.4 Conclusion

This paper documents the pattern of structural change in 14 OECD economies since

1970. The data conVrm on average Baumol’s conjecture that labor shifted from high

productivity growth manufactures to low productivity growth services. But the data

also point to two prominent exceptions. The Vrst is heavy manufacturing early in the

period, which destroyed jobs, but experienced an exceptionally high rate of produc-

tivity growth, with positive eUect on GDP growth. The second are ICT services, that

were net recipients of labor until the 2000’s, and displayed fast productivity growth

until the 2000’s. ICT services constitute an interesting illustration of structural change

from low to high productivity growth, with positive consequences on GDP growth. I

conjecture the exception may have come from non homotheticities in preferences,

which can motivate sector speciVc subsidies.

Since the Great Recession, things have observably taken a turn for the worse: man-
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ufacturing and construction continue shedding labor, but productivity growth has col-

lapsed. And services have returned to the normalcy of Baumol’s cost disease, as ICT

lost their productivity advantage. Employment now shifts towards administrative or

non business services, that display falling relative productivity growth.
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Manufacturing Services Total
Austria -1.21 2.17 0.59
Belgium -1.44 1.13 0.05
Czech Republic -1.65 1.09 -0.17
Germany -2.90 1.70 -0.49
Denmark -1.11 1.45 -0.06
Finland -1.02 2.09 0.37
France -1.62 1.60 -0.33
Hungary -1.79 2.83 0.76
Italy -0.61 1.60 0.39
The Netherlands -0.92 1.86 0.47
Norway 0.01 2.40 0.95
Slovenia -2.81 2.23 -0.06
Sweden -0.46 1.68 0.30
USA -1.64 1.09 -0.63
TOTAL -1.26 1.82 0.21

Table 3.1: Employment Growth (Yearly average, %)

βNi βYi βNi βYi βNi βYi Wage Growth
Manufacturing -1.679∗∗ -0.249 0.0499∗∗

(-9.13) (-0.83) (44.45)
Construction -0.357 -1.297∗∗ 0.0477∗∗

(-2.00) (-5.81) (10.64)
Services 1.338∗∗ 0.827∗∗ 0.0447∗∗

(8.75) (4.06) (41.36)

Obs 7,938 9,005 356 397 11,008 11,828 7,432 344 10,295

Notes: The table reports average yearly percentage change over 1970-2011. Employment, wage, and value added shares are in

logs, measured at two-digit aggregation level. All regressions include intercepts speciVc to each industry at the two-digit level,

in each country. Standard errors are clustered by country-industry. Numbers under parentheses are t-values. ∗∗ (∗) denotes
signiVcance at 1% (5%) level

Table 3.2: Structural Change in the OECD

βNi βYi Wage Growth βNi βYi Wage Growth
Manufacturing
Heavy -1.385∗∗ 1.140∗ 0.0514∗∗

(-7.19) (2.70) (30.95)
Light -1.838∗∗ -0.969∗∗ 0.0491∗∗

(-6.97) (-2.85) (33.48)

Obs 2,773 3,101 2,597 5,165 5,904 4,835

Notes: The table reports average yearly percentage change over 1970-2011. Employment and value added shares are in logs,

measured at two-digit aggregation level. All regressions include intercepts speciVc to each industry at the two-digit level, in

each country. Standard errors are clustered by country-industry. Numbers under parentheses are t-values. ∗∗ (∗) denotes
signiVcance at 1% (5%) level. Heavy industries include: Metals, Metal Products, Machinery, Equipment, and Transport

Equipment (incl. Repairs).

Table 3.3: Detailed Trends in Manufactures
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GDP Growth Capital Accumulation TFP Growth Growth in GDP per capita
ICT 0.0234∗∗ 0.0130 0.0097∗∗ 0.0126∗∗

(0.0103) (0.0105) (0.0031) (0.0048)
FI -0.0255∗∗ -0.0254∗∗ -0.0035 -0.0117∗∗

(-0.0122) (-0.0123) (-0.0037) (-0.0057)
Obs 54 54 54 54

HEAVY 0.0305∗ 0.0307∗∗ 0.0010 0.0071
(0.0151) (0.0146) (0.0048) (0.0075)

Obs 54 54 54 54

ADM 0.0161 0.0096 0.0088∗ 0.0163∗∗

(0.0156) (0.0153) (0.0047) (0.0071)
NONBUS 0.0199 0.0197 0.0051 0.0089

(0.0159) (0.0156) (0.0047) (0.0072)
Obs 54 54 54 54

ICT 0.0196∗ 0.0092 0.0088∗∗ 0.0104∗∗

(0.0107) (0.0108) (0.0033) (0.0050)
FI -0.0237∗ -0.0242∗ -0.0021 -0.0091

(-0.0126) (-0.0127) (-0.0039) (-0.0059)
HEAVY 0.0266∗ 0.0277∗ -0.0006 0.0056

(0.0150) (0.0152) (-0.0047) (0.0071)
ADM 0.0072 0.0031 0.0059 0.0117

(0.0151) (0.0152) (0.0046) (0.0071)
NONBUS 0.0026 0.0049 0.0023 0.0027

(0.0155) (0.0157) (0.0048) (0.0073)
Obs 54 54 54 54

Notes: The dependent variables are given by each column heading, where growth rates are computed decade by decade. The table reports the

coeXcient estimate on a binary variable that reWects the dynamics of employment and labor productivity in four relevant sectors. ICT

(respectively FI) report the coeXcient estimate on a binary variable that takes value 1 in country-decades where employment growth in ICT (resp.

FI) is positive, and labor productivity growth relatively high. HEAVY reports the coeXcient estimate on a binary variable that takes value 1 in

country-decades where employment growth in heavy industries is negative, and labor productivity growth relatively high. ADM and NONBUS

report the coeXcient estimates on a binary variable that takes value 1 in country-decades where employment growth in administrative and non

business services is positive, and labor productivity growth relatively low. Finally, ICT FI HEAVY ADM NONBUS reports the coeXcient estimates

when all binary variables are combined. All regressions include intercepts speciVc to each country. Numbers under parentheses are t-values. ∗∗

(∗) denotes signiVcance at 1% (5%) level. ICT denotes the information and communication sector, FI regroups Vnance and insurance, HEAVY

includes Metals, Metal Products, Machinery, Equipment, and Transport Equipment (incl. Repairs); ADMIN includes professional, scientiVc,

technical, administrative and support service activities. NONBUS are community, social and personal services.

Table 3.8: Growth Consequences of Structural Change
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4.1 Introduction

In the early 2010’s, manufacturing accounted for 15% of GDP and 10% of total em-

ployment in OECD countries, making them undoubtedly “service economies" (Fuchs,

1965).1 This is the result of a slow and regular shift of developed economies toward

services, thoroughly described in this volume, by Jean Imbs and Fiorini et al. respec-

tively.2

A vast literature suggests that the shift toward services is a natural consequence

of economic development. It is for instance the main prediction of Baumol’s mod-

els of unbalanced growth, which emphasize the fundamental diUerence in long-term
1Fuchs noted that by 1960 in the United States, more than half of the workforce was employed in service sectors. “We are

now a “service economy” – that is, we are the Vrst nation in the history of the world in which more than half of the employed
population is not involved in the production of food, clothing, houses, automobiles, and other tangible goods.”

2These two papers focus on the recent decades. However, the shift toward services started centuries ago: Using historical
data from the Maddison Project, Pilat et al. (2006) Vnd that the manufacturing sector in total employment has been decreasing
for more than 300 years in main OECD countries.
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productivity growth between the manufacturing and the service sector (Baumol and

Bowen, 1966; Baumol, 1967). This argument has been recently revived by Acemoglu

and Guerrieri (2008) and Ngai and Pissarides (2007), and is corroborated by the evi-

dence shown in this volume by Jean Imbs. An alternative explanation stems from the

diUerence in the income elasticity of demand between services and goods (Kuznets,

1957, 1973; Chenery, 1960). Finally, the outsourcing strategy of Vrms can also help

explain the decline of the manufacturing sector (see in this volume contributions by

Ryan and Toubal, and by Fontagné and d’Isanto).3 Nevertheless, deindustrialization

remains a major concern for policy makers. It is essentially because it generates po-

tentially large labor market adjustment costs (see contributions by Ebenstein, Harisson

and McMillan and by Francis Kramarz in this volume), and also because the relative

importance of manufacturing is now so small in some countries that further shift-

ing toward services creates uncertainty about the nature and the strength of possible

engines of long-term growth (Jean Imbs in this volume).

The debate on the extent, the causes and the consequences of the shift toward ser-

vices is implicitly based on a representation of the economy as a collection of distinct

sectors. It largely ignores the complex interdependencies between sectors and the real

nature of manufacturing production. Although oXcial statistics draw arbitrary lines

between the two types of activities, a vast literature in management and marketing

stresses that the frontier between manufacturing and services is quite blurry. This

fact has been stated by Levitt (1972) in the following provocative words: “There are no

such things as service industries. There are only industries whose service components are

greater or less than those of other industries. Everybody is in service.” Acknowledging

that the manufacturing sector is not only about the production of goods, this literature

delivers another way of looking at the deindustrialization process. Repeated evidence

suggest that more and more manufacturing Vrms in developed economies engage in

the provision of services. For instance, Neely et al. (2011) show that, within a sam-

3Firms can outsource part of their production locally, or rely on foreign suppliers. In both cases, this implies a relocation of
labor toward other Vrms, and perhaps other sectors. Some Vrms may outsource most (if not all) of the production process to
focus only on service activities. Apple, with its “Designed by Apple in California, assembled in China" label is a famous example
of such an organization choice.
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ple of more than 10,000 large manufacturing companies from various countries, the

proportion of Vrms selling services rose from 29.5% in 2007 to 30.1% in 2011. Dachs

et al. (2012) exploit input-output matrices to show that the share of services in total

output of manufacturing industries increased steadily from 1995 to 2005 in most EU

countries. Lodefalk (2013, 2015) present Vrm-level evidence based on Swedish data,

and Kelle (2013) exploits German trade data. In chapter 5 [NOTE TO THE EDITOR:

ADJUST CHAPTER NUMBERS IF NEEDED] of this volume, Bernard and Fort look at

the extreme case of US Vrms registered as non-manufacturers but heavily involved in

the pre- and post-production of manufacturing goods.

The shift towards services within the manufacturing sector is known as the “servi-

tization” of the manufacturing sector.4 In addition to the structural adjustments that

occurs between sectors, the servitization of manufacturing is clearly an additional

margin through which the global shift towards services takes place. The existing lit-

erature identiVes three main reasons which encourage manufacturing Vrms to engage

in service activities (Gebauer et al., 2005). First, by producing both goods and ser-

vices, Vrms can expect marketing advantages. The provision of services may increase

the consumer’s loyalty and provide a faster and more appropriate response to the

consumer’s needs. The service provision can also improve the Vrm’s corporate im-

age. Second, the production of services may oUer a strategic beneVt since the Vrm is

making a product-service bundle which is harder to imitate, and perceived as less sub-

stitutable by consumers. Third, Vrms may expect Vnancial beneVts because services

make up an additional source of revenue, and may generate higher proVt margins. In

some cases, services also provide more stable revenues over time. While the sale of

a product can be a one-time operation for a Vrm, the sales of related services can be

spread over time. Rolls-Royce is an example of such a successful strategy of mixing the

supply of goods and services, as mentioned in The Economist (Jan. 8th, 2009): “Rolls-

Royce earns its keep not just by making world-class engines, but by selling “power by

the hour" – a complex of services and manufacturing that keeps its customers’ engines

4The term “servitization” was Vrst deVned by Vandermerwe and Rada (1988). See Baines et al. (2009) for a review of this
literature and a detailed deVnition.
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burning. If it did not sell services, Rolls-Royce could not earn enough money from sell-

ing engines". Similarly, Apple’s iPod/iTunes combines a physical product with online

services where the customer can purchase and download music and movies. Between

2002 and 2010, Apple sold over 206 million iPods, and over one billion songs from the

iTunes music store (Benedettini et al., 2010).5

In this paper, we document the importance of the servitization of French manu-

facturing Vrms over the 1997-2007 period, by looking at their supply of services. We

deVne servitization as the increase in the share of services in the Vrms’ production

sales. Let us clarify one important point. We do not aim to assess the importance of

service tasks in the production process of manufactured products, but to enlighten the

importance of the production and the sales of services to third parties by Vrms regis-

tered in the manufacturing sector. We exploit a quasi-exhaustive database providing

detailed information on about 635,000 French manufacturing Vrms. We take advan-

tage of a very nice feature of the data, which for each Vrm report the value of the

production of goods and the production of services sold during the year. We exploit

this information to assess the extent and the evolution of the servitization of French

manufacturing over a decade. Compared to subsequent studies, which often rely ei-

ther on aggregated data or on limited sample of Vrms (i.e. very large companies or

exporting Vrms), we exploit Vrm-level data covering a large and representative sam-

ple of Vrms. This allows us to conduct a very detailed study of the servitization of the

French manufacturing sector.

A rapid overview of the data shows that the production of services by manufactur-

ing Vrms is not an anecdotal phenomenon. Simple counting for the year 2007 tells us

that, in our sample of French manufacturing Vrms, services accounted for 11.4% of ag-

gregate sales. About 83% of French manufacturing Vrms sold some services, 40% sold

more services than goods, and 26% did not even produce goods.In 2007, the average

5However, the provision of services can be a risky business, and the expected beneVts listed above may not come to fruition.
The fact that the Vrm’s performance may be lower after engaging in servitization is known as the “service paradox” (Gebauer
et al., 2005): “most product manufacturers were confronted with the following phenomenon: extended service business leads to in-
creased service oUerings and higher costs, but not to the corresponding higher returns”. When selling services, Vrms may dilute
their resources so that neither business reaches the critical size required to become successful. More details and examples on the
beneVts and costs of the servitization can be found in Bharadwaj et al. (1993); Brax and Jonsson (2009); Fang et al. (2008); Gebauer
et al. (2005); Gebauer (2008); Oliva and Kallenberg (2003); Malleret (2006); Nelly (2007); Windahl and Lakemond (2006, 2010).
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Vrm-level share of services in total sales was close to 35% of the total production sold.

Compared to pure manufactures, Vrms producing simultaneously goods and services

are, on average, larger, more productive and pay higher wages.

Regarding the change in the service intensity (i.e. the share of services in the

production sales) of manufacturing Vrms, we Vnd evidence of a moderate, but signiV-

cant and steady trend of servitization over the period. The service intensity increased

steadily between 1997 and 2007, in each industry. Even if recently established manu-

facturing Vrms are, or average, more engaged into the production of services than ex-

iting ones, the aggregate trend in the level of servitization is mainly driven by changes

that occur within Vrms. We Vnd that taking the Vrms’ servitization into account pro-

vides a harsher diagnosis about the deindustrialisation of the French economy. We

estimate that the decline in the proportion of workers involved in the production of

goods has been up to 8% higher than the usual measures of deindustrialization based

on the proportion of workers employed in manufacturing Vrms.

The aim of this chapter is to document the shift towards services within the French

manufacturing sector. Whether this trend represents a good news and should be en-

couraged or not is beyond the scope of our study. It noteworthy, however, that serviti-

zation of manufacturing Vrms is not directly comparable to the inter-sectoral shift to-

ward services described elsewhere in this volume. Inter-sectoral adjustments involves

a combination of job losses in manufacturing and job creation in services sectors and

consequently, potentially large social costs and changes in the structure of produc-

tivity gains. Servitization of the manufacturing Vrms themselves has probably very

diUerent consequences. As highlighted by the example of Rolls-Royce, the services

provided by manufacturing Vrms are typically strongly linked to the product they sell.

This strong complementarity is likely to support the sales of manufacturing products

and to defend manufacturing employment and enhance productivity. Another impor-

tant message we want to stress is the increasing diXculty to clearly identify manu-

facturing Vrms, and by extension the give an accurate deVnition of the manufacturing

sector. This fuzziness has important consequences on the way industrial policies are
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designed, as they should not focus on the sole production of manufacturing goods

but include services as well. For instance, changes in the regulation of services mar-

kets are very likely to impact also manufacturing production, export and employment.

Not only because services are essential inputs of manufacturing value added chain, but

also because manufacturing Vrms are often direct producers of services.

The rest of the paper is organized as follows. Section 4.2 presents and describes

the data. In Section 4.3, we take a Vrst look at the extent of the service intensity of

Frenchmanufacturing Vrms. In Section 4.4, we look at the servitization of French Vrms

between 1997 and 2007. We propose another view of the deindustrialization process

in Section 4.5. Section 4.6 concludes and proposes questions for future research.

4.2 Data

We use Vrm-level information from the BRN (BénéVce Réels Normaux) dataset. It is

collected by the French Vscal authority (Direction Générale des Impôts) and provides

exhaustive information on the balance sheet of French Vrms. It includes about 635,000

Vrms from the private non-Vnancial, non-agricultural sectors. We have information

on a Vrm’s main activity (identiVed by a 4-digit level NACE code), employment, value

added, purchase of intermediate inputs, total cost, exports of goods, production and

total sales. Of particular interest to us is the distinction between the sales of services

and the sales of goods produced by the Vrm.6 This distinction allows us to compute

the share of services in the total production sold by each Vrm. We call this ratio the

service intensity of the Vrm. Note, once again, that we do not look at the importance

of services activities in the production process of the Vrm. We are interested in the

services that the Vrm is producing and selling to a third party. The services that a

Vrm produces for its own consumption are therefore not considered in our analysis.

We call servitized Vrms those Vrms with strictly positive sales of services. Because of

changes in the industry classiVcation and incomplete data for the year 2002, we split

6Total sales also include the sales of merchandise, i.e. products that have been bought and sold without transformation. We
discard this information as we focus on the production of the Vrm only.
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our sample into two periods: 1997-2001 and 2003-2007.

Figure 4.1 presents a visual description of the importance of the service intensity

in diUerent industries in both periods. It reports the average share of services in the

total production sold by each 2-digit industry. Unsurprisingly, services account for

most of the sales in the service sectors, as well as in the wholesale and retail indus-

tries.7 In the manufacturing industries, the share of services in the total production

sold is much smaller, of course, but it is clearly far from zero. The service intensity

ranges from 5% in food production or in the manufacturing of basic metals, to over

20% in industries such as the manufacturing of fabricated metal products, the manu-

facturing of computer, electronic and optical products, or the repair and installation of

machinery and equipment. Figure 4.1 also suggests that the manufacturing industries

are selling relatively more services over time. We formally investigate this question

in Section 4.4.

Insert Figure 4.1a and 4.1b here (one next to the other)

subtitle for Figure 4.1a: (a) 1997-2001

subtitle for Figure 4.1b: (b) 2003-2007

In the rest of the paper, we focus on manufacturing Vrms only, i.e. the ones re-

porting a manufacturing NACE code as their main activity. Table 4.1 gives detailed

information on the change in the number of Vrms, employment and value added in the

manufacturing sector during the two periods. Our sample consists of 68,634 manufac-

turing Vrms in 1997, which represent 21% of the Vrms in the full sample. Table 4.1 also

shows the extent of the deindustrialization of the French economy. Between 1997 and

2001, the number of manufacturing Vrms decreased by 1.3% on average each year. In

2001, the manufacturing sector accounted for 19% of the Vrm population. This decline

was more pronounced between 2003 and 2007, when the number of manufacturing

Vrms decreased on average by 2.4% per year. The Vgures for employment also reveal

the shrinking importance of the manufacturing sector in terms of jobs. During the

7Note that we do not consider the total sales in each industry, but only the production sales. In the wholesale-retail sector,
most of the revenues stem from the sales of merchandise.
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Vrst period, the number of jobs in manufacturing remained quite stable despite a 1.3%

yearly decrease in the number of Vrms. In the second period however, employment

declined by almost 3% per year. By 2007, the workers employed in the manufacturing

sector accounted for 23% of the workforce in the whole BRN database. Figures for

employment and the Vrm population suggest that the manufacturing sector declined

in both absolute and relative terms. Nevertheless, the manufacturing sector beneVtted

from positive growth in terms of value added. In the Vrst period, value added grew by

1.7% on average, while growth was much more limited – although still positive – in

the second period. In relative terms however, the contribution of the manufacturing

sector to total value added declined by about 5 percentage points in both periods. In

2007, the manufacturing sector accounted for 27% of the total value added reported in

the BRN database.

4.3 Service Intensity of French Manufacturing Firms

Insert Figure 4.2a and 4.2b here (one next to the other)

subtitle for Figure 4.2a: (a) Manufacturing

subtitle for Figure 4.1b: (b) Selected Industries

Figure 4.2 presents the distribution of service intensity across manufacturing Vrms

in 2007. Panel (a) shows the distribution for all manufacturing Vrms, and panel (b)

presents the distribution for a subset of industries. The distribution of service inten-

sity across Vrms is clearly bimodal, with peaks at both ends of the distribution. The

left peak is quite expected and can be easily explained. It reWects the fact that most

manufacturing Vrms sell little or no services at all. About two thirds of manufactur-

ing Vrms have less than 20% of their production sales in services. The distribution

then approaches zero as the service intensity increases. This monotonic trend breaks

at about 90%, where we encounter the second peak. 30% of French manufacturing

Vrms are gathered in this second part of the distribution. This bimodal shape is found
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in each manufacturing industry. The intermediate section of the distribution, where

Vrms have a service intensity between 20% and 90% is very small, although non-empty.

A mere 7% of the Vrms is to be found there.8 Panel (b) of Figure 4.2 shows the distri-

bution of service intensity in four diUerent manufacturing industries: Textile, Metal

Products, Machinery and Printing and Recorded Media. All these industries exhibit a

very similar distribution.9 Firms with a very high service intensity are probably Vrms

that have outsourced most of the production of goods to focus on the provision of ser-

vices. They may also have progressively increased the sales of services that are linked

to the goods they produce, but have remained registered in the manufacturing sector.

It is important to notice that, in France, Vrms are not systematically reclassiVed when

their main activity changes over time. This is partly due to the fact that collective

labor agreements are deVned at the sectoral level, which can make the reclassiVcation

very costly and cumbersome for both employers and employees.

Table 4.2 provides additional information on the Vrms that form the second peak

of the distribution. For each 2-digit manufacturing industry, it describes the share of

Vrms with at least 50% of their production sales in services. Their corresponding share

in industry employment and value added is shown in the last two columns of the table.

Across the diUerent industries, the share of Vrms with a high service intensity ranges

from 50% (Other transport equipment) to less than 15% (Food production). However,

these Vrms represent a much smaller share of employment and value added in their

industry. Taken altogether, they make up as much as a third of the Vrms in the man-

ufacturing sector, but only 14% of the employment and 12% of the value added. This

pattern is quite stable over time.

As mentioned in the introduction, selling a product-service bundle instead of just a

product is a way for manufacturing Vrms to diUerentiated themselves from their com-

petitors. We can expect Vrms producing more diUerentiated products to sell relatively

more services. We do not have direct information on the nature of the good pro-

8The share of Vrms with an intermediate level of service intensity ranges from 2% in the food or in the tobacco industry to
13% in the manufacture of compute, electronic and optical products.

9Figure 4.2 uses the 2-digit industry classiVcation. The bimodal shape remains intact whether we look at 3-digit or 4-digit
industries.
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duced and sold by the manufacturing Vrms in our sample. However, an indirect way

of knowing whether Vrms produce diUerentiated products is to use Rauch’s classiVca-

tion of international traded goods. Rauch (1999) classiVes goods into three categories:

goods with a reference price (either in an organized market or with a price listed in

trade publications), and goods without a reference price. The former is referred to

as homogenous products, and the latter constitutes the group of diUerentiated prod-

ucts. Using data from the French Custom, we compute for each industry, the share

of diUerentiated products in the industry exports. The greater the share, the more

diUerentiated the exports of the industry are. We use this as a measure of the product

diUerentiation in each industry and link this to the service intensity of each indus-

try. We cross these two piece of information in Figure 4.3, using data for the year

2005. Perhaps unsurprisingly, we observe a positive correlation between the share

of diUerentiated products in an industry exports and the service intensity of that in-

dustry. Some cross-industry diUerences are worth noticing. Industries in the bottom

left corner of the Vgure export mainly homogenous products and have a low service

intensity. These industries include the manufacture of food products, beverage or to-

bacco (Nace 10, 11 and 12 resp.) and the manufacture of basic metals, paper products

and reVned petroleum products (Nace 24, 17 and 19 resp.). On the top right corner

of the Vgure, we Vnd industries with a high service intensity which export mainly

diUerentiated products. These are the manufacture of fabricated metal products (Nace

25), the manufacture of computer, electronics and optical products (Nace 26), and the

manufacture of other transport equipments such as ships, railways, motorcycles etc.

(Nace 30). The industry of printing and reproduction of recorded media also shows a

high service intensity with mostly exports of diUerentiated products (Nace 18). The

Vgure also suggest that there is some heterogeneity in the service intensity of indus-

tries that mainly export diUerentiated products. Considering industries where at least

80% of the exports consist of diUerentiated products, the service intensity ranges from

6% (manufacture of electrical equipment – Nace 27) to 24%(manufacture of computer,

electronics and optical products – Nace 26) or to 28% (printing and recorded media –
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Nace 18).

Insert Figure 4.3 here

We now turn our attention to the individual characteristics of servitized Vrms. We

Vrst calculate various premia of being a servitized Vrms by estimating the following

equation:

Performancei,t = α1(servitizedi,t) + δj,t + εi,t, (4.1)

where Performancei,t is a variable characterizing the performance of Vrm i in year

t, δj,t is a 2-digit industry×year Vxed eUect, εi,t is the error term. 1(servitizedi,t) is

a dummy variable which takes the value 1 if the Vrm i is selling services at time t,

and α is then the premium associated with being a servitized Vrm. Performancei,t is

alternatively Vrm’s (log of) employment, (log of) labor productivity, (log of) capital-

labor ratio, and the log of its average wage. Results are presented in table 4.3. We

Vrst estimate equation (4.1) on the full sample of Vrms (Panels A and B), and then

restrict the sample to Vrms that are mainly producing goods (i.e. Vrms selling more

goods than services) in Panel C. In addition, we control for the Vrm-level employment

in Panels B and C. We only report α, the coeXcient on 1(servitizedi,t). Results are

to be read and interpreted as simple correlations. The estimated coeXcients reported

in Panel A suggest that, compared to Vrms that do not sell services, servitized Vrms

employ on average 43% more workers, have a higher productivity (+5.6%), are more

capital intensive (+9.3%), and pay higher wages (+4.2%). In Panel B, we control for the

log of employment. Premia become smaller (or non-signiVcant for the capital/labor

ratio) once we add this control, suggesting a positive correlation between size and

labor productivity, capital/labor ratio and average wage. Results obtained with Panel

C (i.e. with Vrms for which service sales account for less than half of their production

sales) are roughly similar to the one obtained in Panel A.

Insert Figure 4.4a and 4.4b here (one next to the other)

subtitle for Figure 4.4a: (a) Employment (log)
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subtitle for Figure 4.1b: (b) Labor Productivity (log)

We now examine the characteristics of manufacturing Vrms with diUerent service

intensities. We classify Vrms into three categories: Vrms that do not sell services,

Vrms with a low service intensity (less than 20% of services in total production sold),

Vrms with a high service intensity (larger than 20%). Firms that are fully specialized

in services, but still registered as manufacturing Vrms are not included in this picture.

Figure 4.4 shows the distribution of employment and labor productivity for these three

categories of Vrms. Panel (a) conVrms that non-servitized Vrms are on average smaller

than servitized Vrms. However, among this latter group, Vrms with a service inten-

sity greater than 20% are slightly smaller than Vrms with a low service intensity. The

same pattern is observed in panel (b) for labor productivity. Servitized Vrms exhibit

a greater labor productivity than non-servitized Vrms. The diUerence in labor pro-

ductivity is much smaller between Vrms with a low service intensity and Vrms with a

high service intensity.

4.4 The Servitization of French Manufacturing: 1997-2007

In this section, we look at the servitization of French manufacturing Vrms, i.e. at how

the service intensity of manufacturing Vrms has changed over time. In Figure 4.5,

we look at change in aggregate servitization between 1997 and 2001, and between

2003 and 2007. The aggregate servitization is computed as the aggregate sales of

services divided by the total production sales (goods and services) in our sample. The

years 1997 and 2003 are taken as reference years in panels (a) and (b) respectively.

The plain line denotes the manufacturing sector as a whole, and the dashed lines

represent selected industries. Between 1997 and 2001, the aggregate service intensity

of manufacturing Vrms increased by more than 10%, going up from 10.8% in 1997 to

12% four years later. This is equivalent to a 2.8% average yearly growth rate over
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the period.10 This average change hides large sectoral diUerences. The manufacture of

fabricated machinery increased its service intensity by more than 30% over the period,

while the average service intensity did not change much in the textile industry (+6%).

The trends are qualitatively similar for the period 2003-2007, but smaller in magnitude.

Insert Figure 4.5a and 4.5b here (one next to the other)

subtitle for Figure 4.5a: (a)

subtitle for Figure 4.5b: (b)

Three margins of adjustment can explain the change in the aggregate service in-

tensity in each manufacturing industry. The Vrst margin is due to entries and exists of

Vrms with diUerent service intensities. Then, considering a constant sample of Vrms,

aggregate changes can be decomposed into a “between-Vrms" margin and a “within-

Vrms" margin. The “between-Vrms" margin refers to the shift of market shares be-

tween Vrms with diUerent service intensities. The “within-Vrms" margin refers to the

average change in the share of services in Vrms’ total output. In order to assess the

importance of Vrm-level servitization, for each industry we decompose the changes in

aggregate service intensity into the between and the within margin for the 1997-2001

and 2003-2007 periods respectively. Here, we consider a constant sample of Vrms for

each period, thus ignoring the Vrst margin due to entries and exits. A standard way of

decomposing an aggregate change into terms reWecting the reallocation between and

within Vrms is as follows:

∆Sj =
∑
i

∆Yi,jSi,j +
∑
i

∆Si,jY i,j, (4.2)

∆Sj denotes the aggregate change in service intensity in the constant sample of

Vrms in industry j. Y i,j is the average share of Vrm i in the production of industry j,

∆Yi,j is its change. Si,j is the average service intensity of Vrm i in industry j, ∆Si,j is

10The simple (unweighted) average of the share of services in production sold across all Vrms in the manufacturing sector
produces much higher shares. The unweighted share was 36.5% in 1997, and 38% in 2001. This means that small Vrms increased
their service intensity more than larger ones.
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its change (i.e. the servitization whenever this is positive). The Vrst term on the right-

hand side of Equation (4.2) captures the aggregate change in service intensity due to

shifts in market shares between Vrms with diUerent service intensities (the between

margin). The second term captures the within margin, i.e. the aggregate evolution of

service intensity attributable to changes in individual Vrms’ shares of services in total

production sold (the within margin). The results for the 1997-2001 and 2003-2007 peri-

ods are displayed in Tables 4.4 and 4.5 respectively.11 Taking the manufacturing sector

as a whole, the share of services in production sales increased by almost one percent-

age point between 1997 and 2001, and by 0.65 percentage point between 2003 and 2007

(these results diUer from those in Figure 4.5 as we focus here on a constant sample of

Vrms). In both periods, the between-Vrms component contributed negatively to the

shift toward services. This indicates that Vrms with low service intensity grew faster

than Vrms with high service intensity, thus pulling the overall change down. But these

between-Vrms eUects are more than compensated for by the within-Vrm changes. The

increase in the average Vrm-level service intensity accounts for 170% of the aggregate

servitization in the Vrst period, and for 272% in the second period. Looking at the

details industry by industry, we observe that the within-Vrm component contributes

positively to the overall servitization and dominates the between eUect in almost each

industry. The exceptions are the leather and petroleum industries in the Vrst period,

and recorded media and other transport equipments in the second period. The Vnd-

ings presented in Tables 4.4 and 4.5 suggest that the main driver behind the servitiza-

tion of the French manufacturing sector is not that highly servitized Vrms performed

better than less servitized ones. It is that each manufacturing Vrm, on average, shifted

away from the production of goods and toward the production of services. We now

further describe this Vrm-level shift toward servitization

Figure 4.2 has highlighted the bimodal shape of the distribution of Vrms’ service

intensity, and the decomposition exercise shown in Tables 4.4 and 4.5 suggests that,

on average, Vrms have increased this intensity. We now want to look at how the dis-

11Results remain very similar if we exclude Vrms that are fully specialized in the production of either goods or services over
the period.
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tribution of service intensity has shifted over time. Do Vrms become fully specialized

in the provision of services (moving to the right peak of the distribution), or do they

only marginally change their service intensity? To answer this question, we consider

a sample of Vrms continuously present over the period 1997-2007 (32,053 manufactur-

ing Vrms). We divide Vrms into ten bins, according to their initial service intensity

in 1997. Firms in the Vrst bin (d1) have a service intensity below 10% (and strictly

positive). Firms in the second bin (b2) have a service intensity between 10% and 20%,

and so on. Additionally, we consider Vrms that do not sell services (0%), and Vrms that

only sell services (100%). We then look at the position of these Vrms in the classiV-

cation ten years later. Each cell of the transition matrix below indicates the share of

Vrms that moved from one bin to another during the period.

Several key features of the matrix have to be emphasized. First, most of the Vrms

are in the diagonal of this matrix. Between 1997 and 2007, two thirds of the Vrms did

not change their service intensity much. Second, most of the changes happen in the

top left corner, and in the bottom right corner. The four cells in the top left corner

account for 58% of Vrms, while the four cells in the bottom right corner account for

21% of Vrms. Looking at the top left corner, we see that 4.98% of the Vrms that had

a service intensity in the Vrst bin (i.e. below 10%) in 1997 stopped their production

of services ten years later. Conversely, 6.67% of the Vrms that did not sell services in

1997 sold some services in 2007 (they accounted for less than 10% of their production

sold). Regarding the bottom right corner, the same kind of pattern emerges. If Vrms

were to increase their service intensity substantially (enough to move to another bin

over time), then we should see higher Vgures above the diagonal rather than below it.

We Vnd that 21% of Vrms are strictly above the diagonal, and 13% below. On average,

more Vrms have increased their service intensity than decreased it. We also observe a

substantial share of Vrms in the top right and bottom left corners of the matrix. These

are Vrms that switch from one peak of the distribution to another. In the top right

corner, we Vnd Vrms that produced little or no services in 1997 and that were almost

entirely servitized ten years later. The four cells in the top right corner of Table 4.6
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account for 3.4% of Vrms, and for 16% of the Vrms above the diagonal. Conversely,

the four cells in the bottom left corner account for 2.4% of Vrms (or 18% of the Vrms

below the diagonal). These Vrms were highly servitized in 1997 and almost stopped

selling services in 2007. Table 4.6 suggest that there is no radical change in service

intensity. Instead, we Vnd a slow and steady trend toward a greater share of services

in production for a substantial number of Vrms. To evaluate the statistical signiVcance

of this trend, we estimate the following equation:

ServiceIntensityit = θi + γt + εit, (4.3)

where ServiceIntensityit is the service intensity of Vrm i at date t, θi is a Vrm

Vxed eUect, γt is a set of year dummies and εit is the error term. The Vrm Vxed eUect

control for all observable or unobservable factors which are Vrm-speciVc and constant

over time. This means that the time dummies, γt, measure the average yearly change

in service intensity within Vrms. Figure 4.6 displays these time dummies graphically,

along with a 95% conVdence interval. The year 1997 is taken as reference. A positive

coeXcient means that, on average, each Vrm has increased its service intensity with

respect to its initial level in 1997. In panel (a), we use the full sample of Vrms, allowing

for the entry and exit of Vrms. Instead, panel (b) shows the estimates obtained with a

sample of Vrms that were continuously active between 1997 and 2007. In each panel,

the dashed line shows unweighted estimates, while the dotted line shows estimates

obtained from regressions weighted by the Vrm size (i.e. average Vrms’ employment

over the period).

The results conVrm that on average, after controlling for Vrm-speciVc factors, each

Vrm increased its service intensity between 1997 and 2007. The unweighed regres-

sion indicates that the service intensity of each Vrm increased by 1.7 percentage point

on average in panel (a), and 1.4 percentage point on average in panel (b). Compar-

ing panels (a) and (b), we see that service intensity increased at a slower pace when

considering a constant sample of Vrms. This means that Vrms entering during the

period increased their service intensity faster than incumbent Vrms, and exiting Vrms
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increased their service intensity less than incumbent Vrms.

Insert Figure 4.6a and 4.6b here (one next to the other)

subtitle for Figure 4.6a: (a) With entries and exits

subtitle for Figure 4.6b: (b) Constant sample

4.5 The Hidden Deindustrialization

The usual assessments of the deindustrialization such as the one shown in Table 4.1

are based on simply counting the relative importance of the manufacturing sector in

the economy. However, the evidence presented in the previous sections suggest that

the boundary between manufacturing and service activities is very blurry and that the

deindustrialization may also take a more insidious form. If, as shown above, a large

proportion of manufacturing Vrms also supplies services, then deindustrialization is

not only a shift of production and employment away from the manufacturing sector,

it is also a shift within the manufacturing sector (and within manufacturing Vrms),

toward the production of services. The within-manufacturing shift toward services is

invisible to the analyses based on industry classiVcations. In this section, we try to

quantify the importance of this “hidden" deindustrialization process.12

For each Vrm, we approximate the number of workers employed in the production

of goods by multiplying the total employment of the Vrms by the share of goods in

production sold (i.e. one minus our measure of service intensity). Summing over all

Vrms gives us a rough but simple approximation of the number of workers actually

employed in the production of manufactured products. The evolution over time of

this aggregate employment is a measure of the deindustrialization that accounts for

the shift toward services both between Vrms and sectors (i.e. the net entry rates of

12It is worth mentioning that other points of view can be expressed. While we are using the lens of deindustrialization, one
could see the servitization of the manufacturing industry as a manifestation of the change in the essence of the manufacturing
industry itself. With increased competition, both domestically and internationally, manufacturing Vrms need to attract and keep
customers. Proposing services along with the product, Vrms hope to make their product perceived as more diUerentiated by the
consumer. For instance, one could say that Nespresso is selling more than just coUee, it is selling “the perfect coUee experience”. In
this regard, the “hidden” deindustrialization can be seen as a mutation of the industry, rather than simply as a loss of industrial
jobs.
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Vrms and their relative growth) as well as within Vrms. The same method is applied

to Vrms’ value added to obtain a measure of manufacturing value added net of the

servitization of manufacturing Vrms.

Insert Figure 4.7a and 4.7b here (one next to the other)

subtitle for Figure 4.7a: (a) Employment: 1997-2001

subtitle for Figure 4.7b: (b) Value Added: 1997-2001

Beside the Figures a and b: Insert 4.1c and 4.1d here (one next to the other) subtitle for

Figure 4.7a: (c) Employment: 2003-2007

subtitle for Figure 4.7b: (b) Value Added: 2003-2007

The results are presented in Figure 4.7. It compares the evolution of the diUerent

measures of employment and value added for the two periods (1997-2001 and 2003-

2007). For each period, Vgures are taken in reference to the initial year of the period.

Panels (a) and (b) present the evolution of employment and value added in the Vrst

period respectively. Let us start with the description of Panel (a). The top solid line

represents the change over time in the total number of workers in our sample of Vrms,

with no distinction between sectors. Between 1997 and 2001, the total employment

recorded in our database increased steadily by about 2.5% per year. The bottom solid

line shows the evolution of the number of workers in manufacturing Vrms (classiVed

according to their main activity). Unsurprisingly, this line is declining, supporting the

abundant evidence of the deindustrialization of the French economy. The decline is

moderate, but considering that total employment grew over the period, this trend de-

notes a sharp decrease in the share of workers employed by manufacturing Vrms, by

about 12% between 1997 and 2001. The dotted line incorporates the within-Vrm shift

toward services obtained by using the information on the service intensity of manu-

facturing Vrms. It represents the change over time of the estimated number of workers

in manufacturing Vrms employed in the production of goods. The previous sections

have shown that service intensity increased over the period. It is not a surprise then

to observe that taking this dimension into account provides a harsher diagnosis about
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the deindustrialization of the French economy. The share of workers employed in the

production of goods in manufacturing Vrms decreased by 3% between 1997 and 2001.

This Vgure is to be added to the 12% decrease obtained when the Vrms’ servitization is

not considered. However, to have a comprehensive assessment of the evolution of the

share of workers involved in the production of manufacturing goods, the production

of goods in Vrms registered in the service sector must be taken into account. This is

what the dashed line shows. Here, we ignore the information on Vrms’ main activity.

For each Vrm in our sample, we simply compute the total number of workers presum-

ably involved in the production of goods, and sum these numbers over all the Vrms in

our sample. The results suggest that Vrms in the service sector decreased their own

service intensity, producing relatively more goods over time. All in all, the estimated

share of workers employed in the production of goods decreased by 13% between 1997

and 2001. This number is higher than the 12% decrease provided by the usual mea-

sures of deindustrialization based on the observation of total employment by Vrms

registered in the manufacturing sector. This simple counting exercise suggests that

there is indeed a “hidden" deindustrialization which occurs within Vrms, and that the

usual assessment of the deindustrialization process, which is simply based on sectoral

classiVcation, underestimates the shift of employment toward services by more than

8% (=13/12).

Panel (b) conVrms this conclusion by showing similar evidence based on value

added rather than employment. Accounting based on sectoral classiVcations (repre-

sented by the spread between the two solid lines) reveals that the share of manufac-

turing Vrms’ value added in total value added declined by 10% between 1997 and 2001.

But our measure of deindustrialization based on Vrms’ actual production of goods sug-

gests that the share of manufacturing value added declined by almost 12% during this

period, i.e. 20% more than the usual measure.

Panels (c) and (d) of Figure 4.7 replicate the same counting exercise for the 2003-

2007 period. During these Vve years, the total employment registered in the BRN

database remained roughly unchanged. However, the employment in manufactur-
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ing Vrms decreased by 10% (the bottom solid line in panel c). Using our measure of

the total number of workers employed in manufacturing Vrms for the production of

goods, we Vnd a decline of 12%, due to the growing servitization of manufacturing

Vrms. However, this eUect is almost entirely compensated for by the increase in the

production of goods in service Vrms (or by the fact that service Vrms which also pro-

duce goods grew faster than others). In terms of value added, however, the growth

of the production of goods in service Vrms has almost no impact on our measure of

deindustrialization. In our sample, there was virtually no change in the share of man-

ufacturing Vrms in total value added between 2003 and 2007. However, when we take

into account the servitization of these Vrms, we obtain a 3% decrease in manufacturing

value added over the period.

4.6 Concluding Remarks

During the last decades, the importance of the manufacturing sector has been declin-

ing steadily in most developed economies. These profound changes in the economic

structure of developed countries, in a context of relatively slow growth and/or persis-

tent unemployment, is a very serious concern for policymakers.

A vast literature has discussed the possible causes for the shift of employment

and value added away from manufacturing and toward services. Factors such as dif-

ferences in productivity growth between the manufacturing and the service sector,

changes in consumer preferences, international competition or outsourcing strategies

have been put forward to explain the decline of the manufacturing sector. However,

the vast majority of the existing studies do not consider the possibility for manufac-

turing Vrms to produce both goods and services. Our investigation of the production

of services by manufacturing Vrms, based on a very large sample of more than 635,000

French manufacturing Vrms, suggest that a shift towards services is occurring within

the manufacturing sectors. More and more manufacturing Vrms are selling services,

and the relative importance of these sales (compare to the sales of goods) is slowly
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but steadily increasing over time. French manufacturing produces many services and

tends to produce more and more. On average over the 1997-2007 period, services ac-

counted for more than 11% of the total production sold by manufacturing Vrms. This

proportion increased steadily over the period, by more than 10% between 1997 and

2001 and by almost 3% between 2003 and 2007. The main driver behind this serviti-

zation of the French manufacturing sector is a dynamic that occurred within Vrms.

Even if the proportion of Vrms which radically changed their production mix toward

services is small, the average change in the individual share of services in total pro-

duction is non-negligible. During the 1997-2007 decade, the share of services in the

total sales of each Vrm increased by 1.7 percentage point on average. It is important

to note that Vrms in the service sector are also producing and selling more goods over

time. This parallel trends oUsets to some extent to servitization of the manufacturing

sector.

An important message of this study is the need for a reconsideration of the industry

classiVcations. The sector-by-sector approach of the economy is becoming less and

less relevant. Firms registered in the manufacturing or in the service sector produce

both goods and services. The industry classiVcation only gives imperfect information

regarding the actual activity of the Vrm. This calls for caution in the design economic

policies that use such classiVcation to target the right Vrm. What this study highlights

is that such design is likely to miss potential candidates. Further research is needed to

go beyond the simple empirical evidence presented in this study. It would be necessary

to explore the causes and consequences of the servitization of manufacturing Vrms in

terms of Vrm performance and economic growth.
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1997 2001 ∆ 2003 2007 ∆
Number of Firms 68,634 65,078 -1.3% 55,847 50,721 -2.4%

(0.21) (0.19) (0.16) (0.14)

Employment (thousands) 3,136 3,120 -0.1% 2,738 2,438 -2.9%
(0.34) (0.30) (0.28) (0.23)

Value Added (thousands) 198,650 212,379 +1.7% 194,455 194,730 0%
(0.39) (0.35) (0.32) (0.27)

∆ = Annualized growth rate. Share of manufacturing in our total sample of Vrms in parenthesis. Sources: BRN database, authors’
calculations.

Table 4.1: Number of Firms, Employment and Value Added in Manufacturing

Industry Nb Firms Nb Firms (%) L (%) VA (%)
Other transport equipment 269 51.34 9.05 5.63
Recorded Media 2,012 49.81 31.37 30.79
Fabricated metal products 4,910 43.92 27.23 25.24
Machinery 1,703 41.46 14.48 11.9
Computer, electronic products 673 39.82 14.68 12.88
Motor vehicles 408 37.81 7.63 6.7
Other manufacturing 860 36.75 15.63 13.14
Furniture 703 35.85 11.41 11.54
Wearing Apparel 510 34.91 23.49 24.79
Textiles 550 34.9 22.87 18.26
Coke, petroleum 19 33.93 25.22 4.29
Electrical equipment 412 32.16 5.42 4.03
Leather 155 31.63 22.73 14.31
Other non-metallic mineral products 646 27.42 10.97 7.65
Wood products 546 22.11 12.61 11.37
Pharmaceutical products 63 21.72 18.64 19.98
Beverage 152 20.13 5.2 3.55
Tobacco 1 20 3.97 0.16
Paper products 204 19.63 6.92 7.28
Chemical products 266 18.95 13.95 30.77
Plastic products 477 16.33 6.15 6.04
Basic metals 95 14.91 4.15 4.29
Food Products 1,036 14.67 9.31 7.48
Total 16,670 32.86 14.01 12.64

Table 4.2: Share of Firms With at Least 50% of Services in Production Sales, in 2007
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Ln Emp. Ln Lab. Prod. Ln Capital/Labor Ln Avg. Wage
(1) (2) (3) (4)

Panel A
1(servitizedi,t) 0.431a 0.056a 0.093a 0.042a

(0.038) (0.012) (0.034) (0.010)
Panel B

1(servitizedi,t) 0.039a 0.012 0.032a

(0.010) (0.027) (0.009)
Panel C

1(servitizedi,t) 0.057a 0.159a 0.034a

(0.010) (0.026) (0.009)
SigniVcance level: a: p<0.01. Robust standard errors in parentheses clustered at the NACE2×year level. All samples
include manufacturing Vrms only. Panel A and B use the full sample of Vrms (601,129 observations and 99,611 Vrms),
while Panel C uses the sample of Vrms with a service intensity lower than 50% (357,942 observations and 55,383 Vrms). All
regressions include industry×year Vxed eUects. In Panel A and B we control for the Vrm-level log of employment.

Table 4.3: Servitization Premia

Industry Total Change Within Between
All Manufacturing 0.95 1.62 -0.67
OXce machinery 17.52 19.07 -1.55
Machinery, n.e.c. 4.03 2.67 1.36
Radio, TV 4.01 5.19 -1.18
Medical, optical instruments 3.61 3.31 0.3
Electrical machinery 3.25 2.07 1.18
Publishing 2.32 2.56 -0.24
Plastic products 2.3 2.29 0.01
Wood products 1.19 0.28 0.92
Non-metallic products 1.11 0.69 0.41
Fabricated metals 1.03 1.1 -0.08
Textile 0.99 1.65 -0.66
Motor vehicles 0.93 1.66 -0.74
Manufacturing, n.e.c. 0.91 0.83 0.08
Tobacco 0.89 0.9 -0.02
Food products 0.81 0.74 0.07
Paper products 0.31 0.8 -0.5
Other transport equipment 0.09 0.9 -0.81
Basic metals -0.03 0.18 -0.21
Chemical products -0.24 2.71 -2.94
Leather -0.4 -0.7 0.3
Wearing apparel -0.51 2.18 -2.68
Petroleum -5.13 -2.01 -3.12

Table 4.4: Change in Service Intensity Between 1997 and 2001 (Percentage Point Changes)
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Industry Total Change Within Between
All Manufacturing 0.65 1.77 -1.12
Tobacco 9.19 9.33 -0.13
Pharmaceutical products 5.22 9.22 -4
Other non-metallic mineral products 2.68 3.53 -0.85
Chemical products 1.82 5.48 -3.66
Motor vehicles 1.51 1.66 -0.15
Recorded Media 1.43 -0.1 1.53
Beverage 1.35 0.93 0.42
Electrical equipment 1.35 2.21 -0.86
Fabricated metal products 1.32 1.16 0.16
Furniture 1.18 0.6 0.58
Machinery 0.96 2.19 -1.23
Computer, electronic products 0.72 2.95 -2.24
Other manufacturing 0.57 2.26 -1.69
Food Products 0.51 0.51 0
Wearing Apparel 0.41 4.64 -4.23
Plastic products 0.39 0.56 -0.17
Wood products 0.18 0.26 -0.08
Paper products 0.17 0.24 -0.07
Textiles -0.29 1.05 -1.34
Basic metals -0.39 0.55 -0.94
Leather -0.51 0.53 -1.04
Coke, petroleum -0.79 0.08 -0.87
Other transport equipment -2.98 -3.43 0.44

Table 4.5: Change in Service Intensity Between 2003 and 2007 (Percentage Point Changes)

from�to 0% d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 100%
0% 10.00 6.67 0.35 0.15 0.07 0.05 0.04 0.05 0.04 0.03 0.20 1.00
d1 4.98 36.07 2.56 0.68 0.34 0.15 0.11 0.09 0.05 0.08 0.41 1.75
d2 0.17 1.55 1.02 0.41 0.16 0.08 0.04 0.04 0.01 0.03 0.04 0.18
d3 0.06 0.51 0.39 0.34 0.19 0.11 0.04 0.02 0.03 0.03 0.04 0.12
d4 0.04 0.22 0.12 0.16 0.14 0.08 0.09 0.05 0.01 0.01 0.03 0.11
d5 0.03 0.12 0.07 0.08 0.10 0.13 0.04 0.05 0.04 0.01 0.04 0.07
d6 0.01 0.10 0.04 0.04 0.04 0.06 0.08 0.06 0.03 0.02 0.03 0.08
d7 0.01 0.05 0.03 0.04 0.04 0.04 0.05 0.07 0.04 0.07 0.04 0.07
d8 0.02 0.07 0.01 0.02 0.02 0.02 0.03 0.04 0.07 0.07 0.09 0.10
d9 0.02 0.06 0.01 0.01 0.01 0.02 0.02 0.02 0.05 0.12 0.17 0.18
d10 0.07 0.28 0.04 0.02 0.02 0.02 0.02 0.04 0.05 0.11 1.76 1.39
100% 0.69 1.34 0.21 0.15 0.08 0.07 0.07 0.11 0.09 0.14 1.14 16.25

Table 4.6: Transition Matrix - Between 1997 and 2007 - 32,053 Vrms
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5.1 Introduction

The global economy has undergone a series of rapid, connected transformations in re-

cent years that are changing the way we think about Vrms and sectors and that have

potentially large consequences for future policy, productivity and prosperity. Interna-

tional trade in goods has surged with the ratio of trade to GDP increasing for almost all

exporter-importer country pairs. This substantial increase in trade has been accom-

panied by the rise of the importance of global value networks and the fragmentation

of production activities across national borders even within narrowly-deVned goods

categories. At the same time, there has been renewed interest in the fragmentation of

production activities across the boundaries of the Vrm and its links to the increases

in trade and oUshoring of production. The diUerent activities of the value chain for a

139
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product can be performed by one or more establishments of a single Vrm, or can in-

volve many diUerent Vrms. In both cases, the activities can be performed in diUerent

locations within and across country borders. However, to date, almost all analyses of

these trends and their consequences for output, employment or productivity, either

aggregate or Vrm-level, have focused on establishments and Vrms in the manufactur-

ing sector and their decisions to outsource or oUshore.

In this paper we consider an extreme form of the fragmentation of production ac-

tivities where the establishment is outside the manufacturing sector according to of-

Vcial government statistics but nonetheless is heavily involved in activities related to

the production of manufactured goods. These establishments are found in the whole-

sale sector and are formally known as “factoryless-goods producers” (FGPs). Tra-

ditional wholesalers are primarily, or exclusively, involved in intermediating goods

between producers and retailers/consumers. Factoryless goods producers, in contrast,

design the goods they sell and coordinate the production activities, either at the estab-

lishment itself or through the purchase of contract manufacturing services. In other

words, FGPs are manufacturing-like in that they perform many of the tasks and activ-

ities found in manufacturing establishments themselves.

There are many ways to classify the activities or tasks needed to take a product

from an initial concept through production until its delivery to the Vnal customer.

Pre-production activities can include development of the initial idea or conceptualiza-

tion, R&D, product design and engineering as well as development of speciVcations

for production. Production itself involves transformation and assembly of inputs and

coordination of the various production stages. Post-production tasks might cover the

determination of prices and quantities, marketing and branding, logistics and the ulti-

mate sale of the good to Vnal customers1

Insert Figure 5.1 here.

1Our focus is on tasks related to production of the goods themselves.We do not address the issue of services provided to the
customer by the Vrm. This growing activity is discussed in Crozet and Milet (2013)
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Traditionally, these activities were undertaken by the same Vrm in one location.

Today, Vrms may perform diUerent parts of each production stage, as well as the

stages themselves, in diUerent domestic and foreign locations. When the activities are

separated in space, Vrms can also decide whether they should outsource them to oth-

ers. We deVne a factoryless goods producer as an establishment that is outside of the

manufacturing sector but performs pre-production activities such as design and engi-

neering itself and is involved in production activities either by doing (some of) them

at the establishment or through purchases of contract manufacturing services (CMS).2

CMS purchases entail an arrangement in which the FGP provides design and produc-

tion criteria to a manufacturer who performs the physical transformation activities,

generally on materials or inputs speciVed by the FGP.

FGPs are not hard to Vnd. Perhaps the best-known example of a factoryless goods

producer is Apple Inc. Apple designs, engineers, develops, and sells consumer elec-

tronics, software and computers. However, since 2004, Apple has not owned any

production lines in the US and the actual production is conducted by other Vrms, such

as Foxconn, in China and elsewhere. While Apple is known for its goods and services

and closely controls all aspects of a product, from the idea until the product lands

in the hands of the consumer, none of Apple’s US establishments would be in the

manufacturing sector. 3

The semiconductor industry is well-known to have factoryless goods producers in

the form of “fabless” Vrms.4 Mindspeed Technologies, a fabless semiconductor man-

ufacturer in Newport Beach, CA with 500+ employees “designs, develops and sells

semiconductor solutions for communications applications in wireline and wireless

network infrastructure equipment”.5 Mindspeed outsources all semiconductor manu-

facturing to other merchant foundries, such as TSMC, Samsung and others. As with

Apple, Mindspeed’s establishments would not be in the manufacturing sector.

Perhaps the canonical example of a factoryless goods producer is the British appli-
2Our deVnition diUers from that currently under consideration by statistical agencies in the US, see Appendix 5.8
3As of June 2013, Apple has announced but not yet implemented an investment in new manufacturing facilities in the US. For

a description of the distribution of value in several of Apple’s products, see Kraemer, Linden, and Dedrick (2011).
4Bayard, Byrne, and Smith (2013) document the extent and characteristics of FGPs in the US semi-conductor industry.
5See the company proVle at www.mindspeed.com.
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ance Vrm, Dyson, best known for its innovative vacuum cleaners. The Vrm initially

designed, engineered and produced household appliances in Wiltshire, England but

subsequently chose to oUshore and outsource all its production to Malaysia while

leaving several hundred research and other employees in the UK.6

All three of these FGPs started with production facilities inside the Vrm in the home

country and subsequently shed their production lines and outsourced and oUshored

production. In addition,these Vrms retained or expanded other activities including

research and development, design, engineering, marketing, and distribution.

Anecdotes aside, however, there is very little systematic evidence on the extent

of these types of Vrms and establishments. In this paper, we use data from the US

Census of Wholesale Trade in 2002 and 2007 to systematically document the extent of

FGP activities in the wholesale sector in the US and to examine the characteristics of

plants and Vrms that are factoryless goods producers. Statistical agencies in the US

and elsewhere are grappling with the problem of how to collect information about the

evolving variety of manufacturing-related companies in the economy (OMB (2010)).

The US Census Bureau has historically classiVed many FGP plants in the wholesale

trade sector, but beginning in 2017, will move these FGP establishments in to manu-

facturing.7 In addition there may be substantial numbers of non-wholesale FGPs in

other sectors such as Business Services.8

There are several reasons why distinguishing FGPs from traditional wholesale es-

tablishments may be important for economic welfare or policy. First, the mere exis-

tence of the FGPs highlights a new type of production function in the global economy

involving extreme fragmentation of tasks. Second, the types of workers, and as result

jobs and wages, employed by FGPs may diUer signiVcantly from those at integrated

manufacturing plants or traditional wholesalers. Third, the relative importance of

R&D and innovation is likely more important at FGPs. These potential diUerences be-

tween FGPs and traditional manufacturers and wholesalers introduce the possibility
6See Financial Times August 23, 2011
7Doherty (2013) discusses the expected impact of reclassifying FGPs on US economic statistics including the value of imports

and exports and sectoral employment and wages.
8Our data do not cover sectors beyond Wholesale Trade and Manufacturing so we are unable to document how many FGPs

might exist in other sectors.
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of very diUerent wage, employment, and productivity dynamics if factoryless goods

production grows in aggregate activity. We do not address these issues directly, but as

a Vnal exercise we attempt to calculate how much employment and output would be

shifted from the wholesale sector to the manufacturing sector if FGPs are reclassiVed.

Moving FGP establishments to the manufacturing sector would have shifted at least

595,000 workers to as many as 1,311,000 workers from wholesale to manufacturing

sectors in 2002 and at least 431,000 workers to as many as 1,934,000 workers in 2007.

Our research is related to a broader set of questions that asks how production, in-

novation, knowledge and productivity are related. One perspective is that without

production activities located nearby in the long run a Vrm cannot continue to gen-

erate new ideas, improve product quality, innovate its designs and raise productive

eXciency. The counterpoint suggests that the advent of dramatic improvements in

telecommunication technology, the rise of the internet, and the reduction of trans-

portation and trade costs have combined to allow Vrms to separate their activities ge-

ographically and potentially locate them outside the Vrm. This perspective suggests

Vrms will thrive if they can take advantage of comparative advantage and relative cost

diUerences in the performance of the tasks involved in the creation, production, dis-

tribution and marketing of a product. Co-location of these tasks may not be necessary

and might be more costly.

We provide a Vrst step in developing an understanding of these complex processes

by documenting the extent to which plants are engaged in diUerent activities in the

production value chain. Our focus is on establishments that are currently character-

ized by statistical authorities as performing wholesale trade, i.e. those that are thought

to be outside manufacturing. We are motivated by the idea that the rapid decline in

manufacturing employment in the US in recent years has been accompanied at least

in part by a rise in employment in manufacturing-related activities in other sectors.9

9See Pierce and Schott (2012) for a description and trade-related explanation of the decline in US manufacturing sector
employment.
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Relation to existing work

This paper contributes to a growing empirical literature about the importance of in-

ternational fragmentation of production (i.e., oUshoring). A number of papers use

industry-level input output (IO) tables to show the importance of oUshoring across

countries and over time (e.g., Hummels, Ishii, and Yi (2001), Johnson and Noguera

(2012)). While these papers provide strong evidence that international fragmentation

of production is an important and growing phenomenon, their analyses focus on the

manufacturing sector. In this paper, we show that when establishments relocate the

entire physical production process to another location, they become FGPs and so are

no longer included in oXcial manufacturing statistics. As a result, current work that

relies on IO tables, or manufacturing more generally, will miss this potentially impor-

tant type of production fragmentation.10

There is also research into the determinants of Vrms’ vertical production networks.

One strand of this literature focuses on multinational production to assess production

sharing across countries (e.g., Hanson, Mataloni, and Slaughter (2005), Yeaple (2003)).

These papers Vnd an important role for wages, distance, taxes and human capital in

Vrms’ sourcing decisions. In more recent work, Fort (2013) uses the 2007 Census of

Manufactures (CM) to asses the role of labor costs, distance to suppliers, and commu-

nication technology in US Vrms’ domestic and foreign fragmentation decisions. While

the Vndings in that paper show that Vrm use of communication technology signiV-

cantly increases the likelihood of domestic fragmentation, it does not necessarily lead

Vrms to oUshore. Most Vrms in that paper oUshore to low wage countries, but use of

communication technology only increases the likelihood of sourcing from high tech-

nology countries. An open question is whether these results also apply to oUshoring

by FGPs that have relocated the entire physical production process overseas.

The vast majority of the existing evidence on international fragmentation is based

on manufacturers’ decisions to oUshore production. In this paper, we show that fo-

cusing exclusively on manufacturing misses an important element of production frag-
10While the IO tables do include information for the wholesale sector, it is at such a high level of aggregation that it does not

allow for a comparable analysis.
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mentation. Existing evidence on fragmentation by non-manufactures is much more

limited. Bernard, Jensen, and Schott (2009) and Bernard, Jensen, Redding, and Schott

(2010) show that Vrms with wholesale establishments account for more than 40 per-

cent of US imports. However, these papers are silent on the relationship between

wholesalers and production fragmentation, either domestic or foreign.11

The paper also relates to the theoretical literature on oUshoring by providing ev-

idence on the types of producers who fragment, the extent to which they do so, and

their import activity. Grossman and Rossi-Hansberg (2008) conceptualize the produc-

tion process in terms of tasks that are costly to separate from the headquarter location.

The FGPs documented here provide some of the Vrst direct evidence on establishments

that have completely outsourced their production activities. Baldwin and Venables

(2010) take the physical production process seriously to distinguish between “snakes”,

in which production is sequential, and “spiders” in which multiple parts can be made

at the same time. This paper highlights the importance of extending the concept of

production to include product design and engineering. In this sense, the theoretical

framework in Antràs and Helpman (2004) is closely related to the producers we de-

scribe here. In that paper, producers combine headquarter services with intermediate

good production that can occur within or outside the boundaries of a producer’s Vrm

and country. The FGPs we identify provide the precise type of headquarter services

modeled in Antràs and Helpman (2004) and source their intermediate inputs both do-

mestically and oUshore.

Although Antràs and Helpman (2004) is one of the few theoretical papers to con-

sider both domestic and foreign fragmentation within the same framework, a burgeon-

ing empirical literature explores the domestic fragmentation option. Fort (2013) shows

that US manufacturers that fragment production domestically are far more prevalent

than those that oUshore. Using IO tables for the US, Fally (2012) assesses the number

of production stages within industries and over time. While that paper documents a

11The new empirical literature on intermediaries in exports implicitly or explicitly assumes that wholesale Vrms are merely re-
selling goods from other producers, i.e. acting as traditional wholesale resellers, see Akerman (2010), Blum, Claro, and Horstmann
(2010), and Bernard, Grazzi, and Tomasi (2011).
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decrease in production fragmentation over time, we note that the emergence of FGPs

introduces error into the IO tables since they do not capture outsourcing by whole-

salers. Akerman and Py (2011) employ Vrm-level data on Swedish manufacturers to

show that Vrms in large cities contain fewer occupations, consistent with the premise

that these Vrms are specialized in a smaller range of tasks. The FGPs documented in

this paper have undertaken an extreme form of fragmentation in which all the phys-

ical production processes have been relocated to another location. To the extent that

domestic fragmentation allows for gains to specialization, it represents a dimension of

Vrms’ organizational choices with potentially large aggregate productivity eUects.

Our paper is most closely related to several recent working papers on measuring

the extent of FGP activity in the US economy. Doherty (2013) looks at the response

of international and US statistical organizations to the phenomena of rapid improve-

ments in ICT and transportation and the resulting increase in oUshore outsourcing.

Kamal, Moulton, and Ribarsky (2013) analyze data on contract manufacturing ser-

vices (CMS) from US Vrm surveys focusing on the 2011 Company Organization Sur-

vey. They Vnd that Vve percent of US Vrms purchase CMS and four percent supply

CMS with one percent both supplying and purchasing. Bayard, Byrne, and Smith

(2013) present a case study of FGP semiconductor production identifying domestic

establishments of FGP Vrms with a unique dataset combining outside company di-

rectories of FGP semiconductor Vrms with Economic Census data for 2002 and 2007.

Within wholesale trade, they Vnd that FGP establishments are larger in terms of both

employment and sales, their employees have higher average earnings, and they are

more geographically concentrated than establishments of other Vrms. This paper re-

visits the deVnition of an FGP and expands the analysis to cover the entire wholesale

sector.
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5.2 Data

The data employed in this paper are from the 2002 and 2007 US Census Bureau

Census of Wholesale Trade (CW). The CW is conducted in years that end in 2 and

7 and covers the universe of establishments classiVed in the Wholesale Trade sec-

tor. The data analyzed here are from a new set of “Establishment Activities” (EA)

questions that were asked in the 2002 and 2007 censuses. In 2002, the CW asked

each establishment whether i) Product design/engineering, and ii) Materials fabrica-

tion/processing/assembly/blending were a) performed by the establishment; b) per-

formed for the establishment by another company; or c) not provided by the estab-

lishment. In 2007, the CW asked each establishment whether i) it designed, engi-

neered, or formulated the manufactured product it sold, produced, or shipped; ii) its

primary activity was to provide contract manufacturing services for other establish-

ments, manufacture its own goods, resell goods produced by others, or other; and iii)

it purchased contract manufacturing services from another establishment (within or

outside the Vrm) to process its inputs. Copies of the exact questions as they appeared

in the censuses are in the appendix.

The EA data are not available for every wholesale plant. In 2002, all establishments

in every wholesale industry were asked the EA questions. In 2007, only establish-

ments in 49 of the 71 NAICS industries were sent a form with the EA questions.12 All

establishments that receive a census form in the mail are legally required to return the

completed form. Despite the legal requirement, a number of establishments in both

years did not respond to the question. The appendix provides a list of the excluded

wholesale industries in 2007 and discusses sample selection issues.

Establishments are given a single industry (sector) classiVcation based on their pro-

duction process, i.e. they can either be classiVed as Manufacturing or Wholesale Trade

but not both. However, a given establishment may perform activities in both sectors

and have employment in both sectors. The practical implication of the assignment

12In practice, there are answers to the EA questions in every industry since information was collected from establishments
that switched from one of the included 49 industries in 2002 into an excluded industry in 2007.
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process is that plants in the Wholesale Trade sector may, and many do, perform some

physical transformation activities.13 These wholesale establishments’ manufacturing

activities are not captured by aggregate statistics since all employment and sales are

designated to an establishment’s uniquely assigned industry and sector.

The EA data are also available for manufacturing establishments in 2007. The Cen-

sus of Manufactures (CM) included the same set of Establishment Activities questions

asked on the 2007 CW. For manufacturers, all large plants and all plants that belong

to multi-unit Vrms, as well as a random sample of small and medium-sized plants

within industries, were asked the EA questions. The smallest manufacturing plants,

generally those with fewer than Vve employees, are never surveyed.14 The EA data

on manufacturers allow us to compare FGPs in the wholesale sector to manufacturing

establishments that are similar along several key dimensions.

We supplement the EA data with additional establishment and Vrm-level variables.

Sales, employees, and wages are available in the censuses. We link the census data to

the Longitudinal Business Database (LBD) to determine establishment and Vrm age,

as well as the Vrm’s employment in all other sectors. We also link the census data

to Customs Trade Transactions data to obtain measures of each Vrm’s imports. The

Customs data provide value, transaction type (whether the imports are intra-Vrm),

country, and product information at the Vrm level.

We construct a value-added labor productivity measure for establishment i as vapi =

vai/tei, where va denotes value-added and te denotes total employment. For manu-

facturing establishments, value-added is provided in the census. For wholesalers, we

calculate a proxy measure for value-added as vai = salesi −merchi − invbi + invei,

where merchi denotes the establishment’s purchases of merchandise for resales and

invbi and invei denote inventory at the beginning and end of the year respectively. It

may therefore be more appropriate to think of wholesaler productivity as a gross-

margin, but this provides the most comparable productivity measure available for

13See Appendix 5.8 for more detail.
14Manufacturing has short and long forms, and only the long forms asked the EA purchase questions. While all large and

multi-unit Vrm establishments receive the long form, only a random sample of small, single-unit Vrms received the long form.
Data for the smallest establishments is imputed from Federal tax returns and industry averages.
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wholesale establishments given the existing data. Establishment sales, employment,

wages and productivity all vary signiVcantly across industries. To make meaningful

comparisons of these variables across establishments in diUerent industries, we pro-

vide information on a relative measure for each characteristics, xij/x̄j , where x̄j is the

mean of variable x in industry j.

At Vrst glance, manufacturing production by wholesalers appears paradoxical. Tra-

ditional wholesalers simply distribute goods and have no involvement in the manu-

facturing process. While the majority of wholesalers still function as distributors,

the sector has evolved to include establishments that design, market and sell their

own goods. Because these establishments perform few or no physical transformation

activities, they are classiVed as wholesalers. From an economic theory perspective,

however, plants that design goods and coordinate their production are closer to man-

ufacturers than distributors. As such, the wholesale sector contains plants whose

behavior sheds light on manufacturing activity in the US economy.15

5.3 Design and manufacturing at wholesale establishments

Since individual establishments (plants) are assigned a single primary industry code,

each plant is covered by only one sector of the quinquennial Economic Census.16 As

discussed above, in 2002, every establishment in the Census of Wholesale Trade was

asked questions about its activities in product design and manufacturing. We focus

on these questions to explore the manufacturing-related activities of wholesale estab-

lishments and ultimately to create a formal deVnition of an FGP plant.

15The Census Bureau has recognized this issue and attempted to address it in the 2017 Economic Census by identifying every
manufacturing or wholesale establishment that does not perform its own manufacturing activities, but “undertakes all of the
entrepreneurial steps and arranges for all required capital, labor, and material inputs required to make a good” (OMB (2010), pp.
3-4). In 2017, these establishments will be classiVed in the manufacturing industry that corresponds to the good they sell, with
an additional Wag identifying them as factoryless goods producers (FGPs). The Wag will distinguish FGPs from the traditional
“integrated manufactures” (IMs) that perform their own transformation activities, and establishments whose main activity is to
provide contract manufacturing services for others (referred to as manufacturing service providers or MSPs).

16For example a plant is either in the Economic Census in the Manufacturing Sector or in the Wholesale Sector but not both.
This is true even if the plant performs both activities.
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2002

In Table 5.1, we tabulate the counts of plants in the wholesale sector that responded

to both the Design and Manufacturing questions in the 2002 Census.17 In each case,

a plant could either perform the activity at the plant, have it provided by another

company, or not provide the activity. Of the 207,494 responding establishments, 63.2

percent participated in neither design or manufacturing activities, either inside the

plant or purchased from another Vrm, see Figure 5.2. These plants match the typi-

cal perception of a wholesaler that is not involved in the creation of the product but

rather is active in delivery, warehousing, order fulVllment, logistics or other services

that intermediate between a producer and a customer.

Insert Figure 5.2 here.

However, more than 36 percent of wholesale establishments are involved in either

design or manufacturing activities or both. Almost a third of the responding wholesale

plants are involved in manufacturing, evenly split between plants that are doing man-

ufacturing themselves or those purchasing contract manufacturing services. Similarly

more than a quarter of wholesale plants are involved in design and engineering activ-

ities; 16.8 percent design at the establishment while 10.0 percent outsource design ac-

tivities to others. These results challenge the stereotype of a wholesale establishment

that simply intermediates between producer and consumers. The wholesale sector is

a heterogeneous mix of traditional resellers and plants that are actively involved in

production activities.

There is also new evidence in the other direction, i.e. that manufacturing Vrms

are increasingly producing services. Crozet and Milet (2013) document the shift away

from goods towards services in French manufacturing Vrms. They Vnd that one third

of French manufacturing Vrms have more than half of their revenue from services.

Plants that perform design activities themselves are most likely to conduct manu-
17The exact questions from the 2002 CW can be found in Figure 5.4. Many more plants responded to one of the two questions.

The distribution of responses was similar for plants answering one or two questions.
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facturing activities as well, or to have manufacturing provided by an outside company.

More than 1 in 12 wholesale plants both design and manufacture at the establishment

itself. For those plants that outsource design activities, a large majority (more than 80

percent) also contract for manufacturing services.

2007

As discussed above, the coverage and format of the questions changed between the

2002 and 2007 Economic Censuses. In Table 5.2 we report three dimensions of the un-

derlying sample of plants for 2007: those that did or did not perform design activities

at the plant, the primary activity of the plant, and whether or not the plant contracted

for manufacturing services, either inside or outside the US. To be included in the table,

an establishment had to provide a response to all three of the questions.18

Of the 140,726 responding establishments, 15.2 percent indicated that they perform

design activities at the plant, down slightly from 2002. More than a Vfth of wholesale

plants (21.5 percent) are involved in activities related to manufacturing either through

the purchase or sale of contract manufacturing services or because they report their

primary activity to be manufacturing. There is substantial variation in manufacturing

activities depending on whether or not the plant does design in-house. 67.5 percent of

designing establishments buy or sell CMS or have their primary activity as manufac-

turing. Only 13.3 percent of non-design plants are similarly involved in manufacturing

activities.

For these plants with no design activities, 95.2 percent report their primary activity

to be in “resales” or “other”. These establishments conform to the traditional view of a

wholesalers. The remaining 5,678 establishments with no design activity at the plant

describe their primary activity as manufacturing or contract manufacturing for others.

Insert Figure 5.3 here.

18The exact questions from the 2007 CW form can be found in Figure 5.5. This requirement that a plant provides an answer
to all three questions results in the smaller sample size in Table 5.2 than in Table 5.1. One and two-way tabulations that are
not limited to the subset of plants that responded to all three questions result in comparable percentages of plants across the
categories.
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Among the 21,430 establishments that do report design activities, 6,829 (31.9 percent)

report their primary activity as manufacturing and another 8.3 percent are primarily

contract manufacturers for other companies, see Figure 5.3. Although categorized as

wholesalers, these plants are performing a substantial range of manufacturing-related

activities. Even among establishments that describe themselves as resellers (or other),

almost 46 percent are purchasing contract manufacturing services from domestic or

foreign locations in addition to their own design activity.

The 2007 questions also shed light on the role these non-traditional wholesale es-

tablishments play in global production chains. Two percent of establishments that do

not design their products purchase CMS oUshore. In contrast, 13 percent of wholesale

plants that design their own goods also oUshore customized production (i.e., purchase

CMS abroad). Fort (2013) examines oUshore CMS purchases in the manufacturing sec-

tor and Vnds that the share of oUshoring establishments is close to two percent. The

share of designing wholesale establishments that oUshore is therefore more than six

times the share of manufacturing establishments that oUshore. We do note that, as

in the results for manufacturing reported in Fort (2013), establishments with domestic

CMS purchases are still more prevalent than establishments with oUshore purchases.19

In both 2002 and 2007, a sizable fraction of wholesale plants are conducting a range

of manufacturing-related activities from design to the purchase of contract manufac-

turing services to manufacturing itself. Establishments that perform design are much

more likely to have manufacturing activity at the plant or purchase contract manufac-

turing than plants that report no design activities.

5.4 Factoryless Goods Producers

The results above suggest that there are multiple types of wholesale plants engaged in

a range of activities related to the production and distribution of manufactured goods.

Both national statistical agencies and researchers are faced with the diXcult question

of how to conceptually and practically deVne an establishment that performs a suX-
19FontagnÃ© and D’Isanto (2013) Vnd that 4.2 percent of French non-Vnancial Vrms source activities from abroad.
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cient range of manufacturing-related activities to be categorized as a factoryless goods

producer. Whether or not FGPs should be moved from non-manufacturing sectors to

manufacturing is a separate question.20 Not every wholesale plant that does design,

purchases contract manufacturing services, or manufactures onsite should qualify for

this change in status. The range of manufacturing-related activity must be suXcient to

cover both the conceptualization and fabrication of a good. Additional complications

arise from the variation in underlying survey questions over time.

5.4.1 DeVnition of a Factoryless Goods Producer

Our deVnition is based on a combination of activities at the plant: the wholesale es-

tablishment must perform design (pre-production) and be involved in manufacturing

in some capacity (physical transformation activities). Wholesale establishments by

deVnition are also involved in post-production activities.

DeVnition 1A Factoryless Good Producer (FGP) is a wholesale establishment that

performs design/engineering/R&D activity at the establishment and either conducts

manufacturing operations at the establishment itself or purchases manufacturing ser-

vices from a domestic or foreign company.

By this deVnition the wholesale plant has manufacturing-related activity both be-

fore (design) and during the production of the good. Wholesale establishments that

are not FGPs (non-FGPs) include those that contract for design services, those that re-

port no purchases of contract or onsite manufacturing even if design itself is occurring

at the establishment, and those that are not involved in product design at all.21 In the-

ory the deVnition covers all wholesale establishments and divides them into FGPs and

non-FGPs. In practice, wholesale establishments might not be able to be categorized if

they did not answer the relevant questions about design and manufacturing and thus

20One practical reason to classify FGPs in the manufacturing sector is to ensure adequate data collection. The CM collects
much more detailed information on the inputs and outputs of the physical production process.

21International and US deVnitions of FGPs diUer according to the ownership of inputs but both use a deVnition that ignores
manufacturing activity at the establishment. Using the same CW data, Bayard, Byrne, and Smith (2013) adopt a version of this
narrower deVnition of an FGP as a wholesale establishment that performs design and purchases contract manufacturing services.
Wholesale establishments that both design and manufacture onsite are excluded from these deVnitions but are included in ours.
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will be classiVed as Missing.22 The implementation of our deVnition varies between

2002 and 2007. We caution that comparisons across the years are diXcult both due to

changes in the underlying sample of responding establishments as well as to changes

in the nature of the questions in the Economic Censuses.

5.4.2 FGPs in 2002

For 2002, using our deVnition, an FGP is an establishment in the wholesale sector that

reports design activity in-house and either conducts manufacturing activity itself or

purchases manufacturing services from outside the company.23 These criteria mean

that, for the 2002 CW, the establishment must have provided an answer to both the

design and manufacturing questions to be classiVed as an FGP.24

The upper panel of Table 5.3 reports the counts of FGP and non-FGP plants in the

wholesale sector along with their total sales and employment, while the bottom panel

of the table provides similar totals for the population of wholesale and manufacturing

establishments. We are able to classify almost half of the wholesale establishments in

2002 according to their FGP status. Of the plants with non-missing FGP status, 13.5

percent are Factoryless Goods Producers doing both design and manufacturing activ-

ities.25 The FGP plants have $253B in sales and employ 595,000 workers. Compared to

the population of wholesale establishments, FGP establishments represent 6.5 percent

of total establishments and account for 10.2 percent of employment and 5.2 percent of

output.26

22In practice it is sometimes possible to classify a plant based as non-FGP based on their answer to a single question. For
example, if they indicate they did no design but did not answer the other questions or if they indicate they were not involved
in manufacturing at the plant or through the purchase of contract manufacturing services but gave no information about their
design activity.

23In 2002, the Economic Census does not distinguish between domestic and foreign contract manufacturing purchases.
24However, we are able to categorize some plants as non-FGP even if they answered only one of the questions on design or

manufacturing. All plants with no design and all plants that report no manufacturing are classiVed as non-FGP (regardless of
their answer to the other question) and as a result the total number of plants in Table 5.3 is greater than the totals in Table 5.1.

25These 28,331 FGP establishments represent the sum of the 18,539 plants that did design and manufacturing at the plant (Table
5.1 row 1 column 1) and the 9,792 plants that did design at the plant and purchased CMS (Table 5.1 row 1 column 1).

26We caution that these shares represent the activity at plants we can identify as FGP, i.e. a lower bound, as the FGP status of
more than half of plants in the Wholesale sector is missing.
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5.4.3 FGPs in 2007

As mentioned earlier, the questions about manufacturing-related activities at the es-

tablishment changed between the 2002 and 2007 Censuses. In addition in 2007 not

every wholesale industry was asked the questions. To qualify under our deVnition of

FGP in 2007, a plant had to either (a) do design and have its primary activity as Manu-

facturing, Contracting, or Other or (b) do design with the primary activity of Resales

and purchase contract manufacturing services. A plant was non-FGP if it either (a)

did not perform design or (b) did design with the primary activity of Resales but did

not purchase contract manufacturing services.

Table 5.4 gives plant, sales and employment totals for FGP and non-FGP plants in

2007 in the upper panel. The numbers of plants that are classiVed as FGP or non-

FGP drops between 2002 and 2007 even as the population of wholesale establishments

grows slightly.27 This is likely due to the diUerence in the questions asked in the 2007

Census, the need for responses to three questions instead of two, and the fact that

not all industries in the Wholesale Trade sector were asked the EA questions. Of the

wholesale plants with non-missing status in 2007, 10.5 percent are classiVed as FGP

with $279B in sales employing 431,000 workers.

Interestingly, in the 2007 Economic Census, a subset of manufacturing establish-

ments was asked the same questions about design, primary activity and CMS pur-

chases and thus we are able to classify manufacturing Vrms according to the same

criteria. The majority of manufacturing establishments with non-missing data satisfy

the FGP criteria (58.4 percent) and they account for just under half of total manufac-

turing sales and employment.

27The 16,752 FGP establishments in 2007 represent the sum of the 10,881 plants that did design at the plant and had Contracting,
Manufacturing or Other as their primary activity (Table 5.2 rows 1-3 column 4) and the 4,842 plants that did design at the
plant,purchased CMS, and had Resales as their primary activity (Table 5.2 row 4 columns 1-2). Note that these numbers sum to
only 15,723 since Table 5.2 is limited to establishments that answered the design question, the primary activity question and the
CMS question. In contrast, FGP status is deVned for all plants that answered the design question and at least one of the primary
activity and CMS questions.
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5.5 Characteristics of FGP Establishments

In this section we compare FGP establishments, non-FGP establishments, all whole-

salers, and manufacturing establishments in terms of employment, wages, sales, labor

productivity, and age. As there is no formal theoretical guidance from the literature

on how these characteristics should vary across plant types, we describe two possible

wholesale establishments. The FGP plant creates, designs and engineers the product

itself and coordinates the production, possibly through the purchase of CMS. Whole-

sale status means it is likely that the establishment is involved in post-production

logistics and distribution. The traditional wholesale establishment (non-FGP) is not

involved with pre-production activities, purchases the Vnished good directly form the

producer, and is primarily involved in post-production activities.

The addition of the design activities would tend to raise employment and mea-

sured value-added at the FGP plant, especially when adjusting for total sales. If pre-

production workers are relatively skill intensive, average wages would also be higher

at the FGP facility. Sales volume itself might be higher at the non-FGP plant, espe-

cially sales per employee, in part because the traditional wholesaler is likely to handle

a wider variety of goods in any given market.

2002

Table 5.5 reports unweighted means for each characteristic by plant FGP status in

the top panel for 2002. Since diUerences in the means can come from a combination

of within industry diUerences at FGP and non-FGP plants and the mix of industries

in the sample of plants with non-missing FGP status (and the industry mix diUerence

between FGP and non-FGP) we report the average unweighted ratio (or log diUerence)

relative to the mean in the industry of the establishment in the middle panel. The

bottom panel in the table gives unweighted means across all establishments in the

wholesale and manufacturing sectors for comparison.

Within the sample of establishments where we can identify FGP status, we Vnd that

FGP plants have much lower sales and log value-added per worker than traditional
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wholesale plants (non-FGP), while employment is substantial larger and the average

wage is comparable. They are also slightly younger.

The middle panel shows the extent to which the diUerences between FGPs and

non-FGPs depend upon the industry composition of each group. In this panel, a value

of one indicates that a plant is exactly at its industry mean (zero for log VA/worker).

First, it is clear that, on average, plants in the FGP sample are larger and more pro-

ductive than establishments with a missing status. Both FGPs and Non-FGPs have

values greater than one. Second, the relative means reveal important within-industry

diUerences from the raw averages presented in the top panel. Although non-FGPs still

have more sales than FGPs, their relative mean is only 4.7 percent larger than the FGP

mean, whereas the raw numbers suggested a 41 percent diUerence in size. In contrast,

the relative means reveal even bigger diUerences in employment at FGPs versus non-

FGPs. FGPs employ 1.67 times more workers than their industry average, compared

to just 1.15 times for Non-FGPs.

2007

We repeat the exercise for 2007 in Table 5.6. Within the sample of wholesale estab-

lishments where we can identify FGP status, we Vnd that FGP plants have somewhat

lower sales and substantially higher employment than traditional wholesale establish-

ments as in 2002. However in this sample, FGP plants on average have higher wages

and comparable, rather than lower, productivity. FGP plants are also younger than

non-FGPs.

Looking at the middle panel, we Vnd that relative to their industry averages, FGP

establishments have substantially higher sales, wages, productivity and especially em-

ployment. On average, FGP plants are also larger, more productive, and pay higher

wages than non-FGP plants in the same industry.
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5.6 FGP Firms

Having established a number of plant-level facts, we turn our focus to the Vrm. While

the Economic Censuses collect information at the unit of the establishment, economic

decision-making in many cases takes place at the Vrm level. Most Vrms in both man-

ufacturing and wholesale trade are single-plant (SP) organizations but the smaller

number of multi-plant (MP) Vrms are disproportionately important in aggregate out-

put, and employment and are more likely to produce multiple products (see Dunne,

Roberts, and Samuelson (1988) and Bernard, Redding, and Schott (2010)). For SP Vrms,

FGP status is a straightforward application of DeVnition 5.4.1; however, for MP Vrms

we need a new deVnition.

DeVnition 1. A Factoryless Good Producing Firm (FGPF or FGP Vrm) is a Vrm with

at least one FGP wholesale establishment.

The practical implementation of DeVnition 1 is complicated by the fact that each

wholesale plant can be in one of three categories: FGP, non-FGP, or Missing. As a

result, Vrms can also be in one of three categories: FGPF - at least one wholesale plant

is an FGP, non-FGPF where none of the wholesale plants at the Vrm is identiVed as an

FGP and at least one plant is identiVed as not being an FGP, andMissing - where every

wholesale plant in the Vrm has Missing for its FGP status.28

MP Vrms can be comprised of only wholesale establishments, a mix of manufac-

turing and wholesale establishments and only manufacturing establishments. FGP

Vrms come from the the Vrst two Vrm types, any Vrm that has no wholesale (only

manufacturing) establishments is not an FGPF.29

Table 5.7 reports the number of Vrms by FGP status and Firm type in 2002 (upper

panel) and 2007 (lower panel). In 2002, 16.5 percent of the Vrms with non-Missing

status are FGPFs and only a small fraction of FGPFs are Mixed Vrms. However, FGPFs

are almost twice as likely to be a Mixed Vrm (3.8 percent) than are non-FGPFs (2.0
28We note that this is a conservative deVnition of an FGP Vrm since a plant with missing status at a non-FGP Vrm may be an

FGP. An alternative deVnition would have classiVed all Vrms with one or more plants with a missing status as Missing. However,
this classiVcation scheme would likely have resulted in a much bigger allocation of the larger, MP Vrms to the Missing category.

29We note that all Vrms may have employment in other sectors, such as Retail Trade or Business Services, but we do not
measure those activities here.
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percent) or Missing Vrms. For 2007, as with the plant-level data, fewer Vrms have

non-missing FGPF status and among those a smaller fraction are FGPF. Again the

share of Mixed Vrms among FGPFs is much higher (5.3 percent) than for non-FGPFs

(2.0 percent)

Table 5.8 reports on Vrm characteristics by FGPF status and Firm type (upper panel)

as well as by Census (lower panel) for 2002.30 The comparable Vrm characteristics for

2007 are given in Table 5.9. Sales, employment, and imports are much larger at FGPFs

than at other types of Vrms (non-FGPF or Missing) in both years. FGPFs also have

more manufacturing plants on average (almost four times as many in 2002 and Vve

times as many in 2007) than non-FGPFs. A portion of these diUerences is driven by

the increased presence of Mixed Vrms in the FGPF category. Within each group, Mixed

Vrms are dramatically larger, more productive, and more involved in imports. Despite

this compositional component, the Mixed FGPFs are still diUerent from the Mixed

non-FGPs. They are more productive and have more sales, employment, and imports

than the non-FGPFs. In addition, the Mixed FGPFs have twice as many manufacturing

and wholesale establishments on average than non-FGPFs in both 2002 and 2007.

Tables 5.8 and 5.9 also show the average share of intra-Vrm (related party) imports

by FGP status and Vrm type. The share of intra-Vrm imports for Mixed Vrms is be-

tween 0.25 and 0.27 for both FGPFs and non-FGPFs in 2002 and 2007. In contrast, FGPF

Wholesale-only Vrms have a noticeably lower share of intra-Vrm imports compared

to non-FGPFs. In 2002, the average share of intra-Vrm imports for FGPFs was only

0.09 compared to 0.13 for non-FGPFs. A similar pattern is evident in 2007. Wholesale-

only FGPFs had an average share of intra-Vrm imports of 0.08 compared to 0.13 for

non-FGPs.

5.7 Aggregate Implications

In this section we consider how employment and output aggregates for manufacturing

would have been diUerent if FGP establishments had been included in the manufactur-
30We do not report normalization within industries due to the multi-industry nature of many Vrms.
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ing sector in 2002 and 2007 instead of in the wholesale sector. In 2017, the US Census

Bureau is scheduled to do exactly this by recording FGPs in the manufacturing sector.

We emphasize that the results in this section depend on our deVnition of FGP in each

year. The diUerence in the survey questions and coverage over time makes even the

comparison of the 2002 and 2007 numbers problematic.

A major concern for policymakers in advanced, industrialized economies has been

the rapid and systematic decline in the manufacturing sector in recent decades. The

focus of this paper is on the presence of FGPs that reside outside the manufacturing

sector but conduct manufacturing-like or manufacturing-related activities. Broadly

construed FGPs employ workers and produce output that is similar in many dimen-

sions to traditional manufacturing operations but their employment and output do not

count towards manufacturing aggregates.

Here we report the results of two exercises that shift FGPs to the manufactur-

ing sector with adjustments to the aggregate manufacturing employment and output

statistics.31 In the Vrst adjustment, we add employment (output) by establishments

that we have identiVed as FGPs in 2002 and 2007 to existing manufacturing aggre-

gates. In the second adjustment, we assume that the prevalence of FGPs in our sam-

ples of responding establishments holds for the entire population of wholesale plants

and that employment and output at all those plants diUers from their industry means

to the same extent as found in the samples of responding establishments. The two

methods provide rough lower and upper bounds on the extent of manufacturing-like

activity due to the presence of FGPs in the Wholesale Trade sector. To the extent that

FGPs are present in other sectors, such as Business Services, both of our estimates

may understate the presence of FGPs and their employment and output.

The Vrst method is quite straightforward and merely involves adding the employ-

ment and output aggregates at establishments identiVed as FGP in Section 5.4 to the

31Using a narrower deVnition of FGPs and focusing on the semiconductor industry, Bayard, Byrne, and Smith (2013) estimate
that US manufacturing output would have been 7-30 percent higher in 2002 and 2007 if FGPs has been included. We consider
FGPs more broadly and include a focus on employment which is typically the focus of policy debates on the manufacturing
sector. They Vnd a larger share of output in FGPs in the semiconductor sector than we do for manufacturing overall. This
diUerence might exist in part because the semiconductor industry has undergone more production fragmention than the average
manufacturing sector.
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reported manufacturing totals for each year. Reclassifying FGP establishments to the

manufacturing sector would have increased reported manufacturing jobs by 595,000

in 2002 and by 431,000 in 2007, corresponding to an 4.0 percent increase in manu-

facturing employment in 2002 and 3.2 percent increase in 2007. The same method of

adjustment would have resulted in increased reported manufacturing output by $253B

(6.5 percent) in 2002 and by $279B (5.2 percent) in 2007.

The second method involves two strong additional assumptions. First, we assume

that the fraction of FGPs in the overall wholesale sector is the same as that among

those plants answering both the design and manufacturing questions in 2002, and

those answering the design, primary activity and outsourcing questions in 2007. Sec-

ond, we assume that all these FGPs are proportionally diUerent from (larger than) the

average in their industry in terms of employment and output to the same degree as

the observed FGP plants (see Tables 5.5 and 5.6).

Applying the Vrst assumption results in 58,147 FGPs in 2002 and 45,624 FGPS in

2007. Average employment at wholesale plants was 13.5 workers in 2002 and 14.3

workers in 2007 and the within-industry FPG-adjustment factors were 1.67 and 1.65

respectively yielding an average of 22.5 workers per FGP in 2002 and 23.6 workers per

FGP in 2007.

This more liberal set of assumptions results in 1,311,000 more manufacturing jobs

in 2002 and 1,934,000 in 2007, 9.0 percent and 14.4 percent respectively. The same

method of adjustment would have resulted in increased reported manufacturing out-

put by $758B (19.4 percent) in 2002 and by $895B (16.8 percent) in 2007.

5.8 Conclusions

Large numbers of workers in the wholesale sector are employed at plants that engage

in manufacturing-related activities. Unlike traditional wholesalers, these establish-

ments are not primarily engaged in intermediation but instead undertake design and

engineering of products themselves and exert control over the production process. To
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date, many of these factoryless goods producers have been hidden in the wholesale

sector. Our Vndings open a window into the extent and characteristics of FGPs in the

US wholesale sector. The potential for increasing fragmentation of production across

Vrms and borders means that FGPs are likely to play an even larger role in industrial-

ized economies in years to come.

The Vndings in this paper raise issues for academic researchers and statistical agen-

cies. There is the relatively straightforward question of how to assign FGPs to broad

sectors such as manufacturing or wholesale trade. Our results suggest that merely

asking plants about their outsourcing activities might miss an important segment of

FGPs, those that design their goods and still do some manufacturing but not enough to

be reclassiVed as traditional manufacturers. Our Vndings suggest that moving FGPs to

manufacturing will substantially raise measured manufacturing employment. These

results also raise questions about the production process itself and how it is frag-

mented across locations and Vrms. Measurement of output and inputs may be fun-

damentally diUerent at FGPs than at integrated manufacturing Vrms or at more tradi-

tional wholesalers with obvious consequences for measuring value-added and produc-

tivity. The presence of FGPs in an industry also complicates the already-diXcult job

of measuring productivity, both within FGPs over time and between FGPs and other

plants. We lack evidence on their production function, or on how their existence may

bias existing estimates of productivity.

Our results suggest a fruitful area of research related to theoretical models of tasks,

outsourcing and oUshoring. The largely neglected wholesale trade sector contains a

sizable number of establishments that are at the forefront of this type of production

fragmentation. The FGPs we document in this paper suggest that, at least for some

producers, it is optimal to fragment the majority of the physical transformation ac-

tivities to another location. We also Vnd that these plants are systematically diUerent

from integrated manufacturers or traditional wholesale intermediaries. Rodríguez-

Clare (2010) develops a dynamic model of oUshoring in which the reallocation of fac-

tors of production away from manufacturing and towards design activities can result
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in long-term productivity gains for the oUshoring country. The factoryless goods pro-

ducers we document in this paper provide evidence of a production process that is

consistent with this mechanism. However, our results only provide a snapshot of

FGPs at two points in time. We know nothing about how they are created, for exam-

ple whether they are new establishments or transformations of existing ones, or how

they perform over time in terms of output, employment growth, and survival.
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Appendix

A. Data

The industry classiVcations for all establishments covered by the economic census and

surveys are based on the North American Industry ClassiVcation System (NAICS).The

method of assigning industry classiVcations and the level of detail at which establish-

ments were classiVed depends on whether a report form is obtained for the establish-

ment. Establishments that returned a report form are classiVed on the basis of their

self-designation; product line sales, products produced, or services rendered; and re-

sponses to other industry-speciVc inquiries. Establishments that do not return a report

form and those that were not sent a report form were classiVed using the following

methods: (a) the most current industry classiVcation available from the applicable

Census Bureau current surveys or the previous economic census, (b) the classiVcation

from administrative records of other federal agencies, (c) a brief inquiry requesting

information necessary to assign a kind-of-business code and/or (d) research done by

Census Bureau analysts.

Insert Figure 5.4 here.

Insert Figure 5.5 here.

Insert Figure 5.6 here.
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B. DeVnitions of FGPs

The Economic ClassiVcation Policy Committee (OMB (2010)) gives the following def-

inition of an FGP:

The factoryless goods producer (FGP) outsources all of the transforma-

tion steps that traditionally have been considered manufacturing, but un-

dertakes all of the entrepreneurial steps and arranges for all required cap-

ital, labor, and material inputs required to make a good. Characteristics of

FGPs include:

Owns rights to the intellectual property or design (whether indepen-

dently developed or otherwise acquired) of the Vnal manufactured product;

• May or may not own the input materials;

• Does not own production facilities;

• Does not perform transformation activities;

• Owns the Vnal product produced by manufacturing service provider

partners; and

• Sells the Vnal product.

The FGP can provide information on the purchase of the manufacturing

service, that is, the cost of the contract, but would not necessarily have

production worker payroll or capital expenditures on plant and equipment.

However, it can provide data on the number of units that were produced

and the market value of the Vnal product.
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Manufacturing
At Plant Outside No Total

D
es
ig
n

At Plant 18,539 9,792 6,450 34,781
Outsourced 2,137 17,193 2,039 21,369
Not Provided 13,130 6,983 131,231 151,344

Total 33,806 33,968 139,720 207,494
Note: Each cell gives a count of the number of establishments. Establishments had to
answer both the Design and Manufacturing questions to be included. Design refers to
design or engineering activity in product development. Manufacturing refers to materials
fabrication, processing, assembly, or blending. At Plant - activity was performed by this
plant; Outsourced/Outside - activity was performed for this plant by another company; No
- activity not provided by this plant. All plants were covered by the Census of Wholesale
Trade.

Table 5.1: Design and Manufacturing Activities at Wholesale Plants, 2002
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Did Design at Plant
Contract Manufacturing

In US Outside US No Total

Pr
im

ar
y

Contracting 632 207 932 1,771
Manufacturing 2,507 495 3,827 6,829

Other 480 545 1,256 2,281
Resales 3,294 1,548 5,707 10,549

Total - Yes 6,913 2,795 11,722 21,430

Did Not Design at Plant
Contract Manufacturing

In US Outside US No Total
Contracting 596 139 1,657 2,392

Manufacturing 745 84 2,457 3,286
Other 821 301 17,141 18,263
Resales 7,085 1,945 86,345 95,375

Total - No 9,247 2,469 107,600 119,316

Note: Each cell gives a count of the number of establishments. Only establishments that
answered the Design, Contract Manufacturing, and Primary Activity questions are in-
cluded. Design: Did this plant design, engineer or formulate the manufactured products
that it sold, produced, or shipped (yes/no)? Primary refers to the establishment’s primary
activity: Contracting - Providing contract manufacturing services to others; Manufactur-
ing - Transforming raw materials or components into new products that this plant owns
or controls; Other - Other (sector-speciVc); Resales - Reselling goods manufactured by
others (with or without minor Vnal assembly). The Contract Manufacturing question is
“Did this establishment purchase contract manufacturing services from other companies
or other establishments of your company to process materials or components that this
establishment owns or controls?” In US - primarily with plants within the 50 States and
DC; Outside US - primarily with establishments outside the 50 States and DC; No - No.
All plants were covered by the Census of Wholesale Trade.

Table 5.2: Design, Contract Manufacturing, and Primary Activity at Wholesale Plants, 2007
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FGP Status
Plants Sales Employment

No 181,671 2,750 2,897
Yes 28,331 253 595
Total 210,002 3,003 3,492

Census
Plants Sales Employment

Wholesale 431,013 4,570 5,830
Manufacturing 348,813 3,900 14,600

Total 779,826 8,470 20,430
Note: FGP Status: Yes indicates the establishment performed design or engineering ac-
tivity in product development and did manufacturing at the plant or purchased contract
manufacturing services; No indicates the plant did no design or engineering activity in
product development and/or was not involved in manufacturing either at the plant or
through the purchase of contract manufacturing services. In 2002, only plants in the
Census of Wholesale Trade were asked the design question. Census: Manufacturing indi-
cates the plant was covered by the Census of Manufactures;Wholesale indicates the plant
was covered by the Census of Wholesale Trade. The numbers in the cells represent the
sums within the category. Employment is in thousands of workers, Sales are in billions
of 2002 dollars.

Table 5.3: Plants, Sales and Employment by FGP Status and Census, 2002
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FGP Status
Plants Sales Employment

Wholesale
No 142,961 2,600 2,487
Yes 16,752 279 431

Manufacturing
No 43,676 1,360 3,024
Yes 61,427 2,520 6,031
Total 264,816 6,750 11,973

Census
Plants Sales Employment

Wholesale 434,984 6,520 6,230
Manufacturing 332,536 5,320 13,400

Total 767,520 11,840 19,630

Note: FGP Status: Yes indicates that the plant did design and the primary activity was
Manufacturing, Contracting, or Other, or that the plant did design and the primary ac-
tivity was Resales and the plant purchased contract manufacturing services; No indicates
that the plant did not design or that the plant did design and the primary activity was
Resales and the plant did not purchase contract manufacturing services. Plants in both
the Census of Manufactures and the Census of Wholesale Trade were asked the design,
primary activity and contract manufacturing questions - for the exact coverage see the
Data Appendix. Census: Manufacturing indicates the plant was covered by the Census
of Manufactures; Wholesale indicates the plant was covered by the Census of Wholesale
Trade. The numbers in the cells represent the sums within the category. Employment is
in thousands of workers, Sales are in billions of 2007 dollars.

Table 5.4: Plants, Sales and Employment by FGP Status and Census, 2007



174

FGP Status
Sales Employment log VA/worker Age Wage

No 15,136 16.0 4.81 12.2 39.9
Yes 8,918 21.0 4.47 11.6 39.9
Total 14,297 16.6 4.77 12.1 39.9

Relative to NAICS 6-digit industry means
Sales Employment log VA/worker Age Wage

No 1.29 1.15 0.155 1.11 1.06
Yes 1.23 1.67 0.010 1.11 1.07
Total 1.28 1.22 0.136 1.11 1.06

Census
Sales Employment log VA/worker Age Wage

Wholesale 10,600 13.5 4.55 10.8 37.1
Manufacturing 11,173 41.9 4.16 13.0 29.7

Total 10,856 26.2 4.37 11.8 33.6
Note: FGP Status: Yes indicates the establishment performed design or engineering activity in product devel-
opment (row 1 of Table5.1) and did manufacturing at the plant or purchased contract manufacturing services
(columns 2 or 3 of Table5.1); No indicates the plant did no design or engineering activity in product development
and/or was not involved in manufacturing either at the plant or through the purchase of contract manufactur-
ing services. Plants in both the 2007 Census of Manufactures and the 2007 Census of Wholesale Trade were
asked the design, primary activity and contract manufacturing questions - for the exact coverage see the Data
Appendix. Census: Manufacturing indicates the plant was covered by the Census of Manufactures; Wholesale
indicates the plant was covered by the Census of Wholesale Trade. The numbers in the cells represent the sums
within the category. Sales and Wage are in ’000s of 2002 dollars.

Table 5.5: Plant Characteristics by FGP Status and Census, 2002
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FGP Status
Sales Employment log VA/worker Age Wage

Wholesale
No 18,189 17.4 4.79 14.0 44.6
Yes 16,667 25.7 4.78 12.9 49.4

Manufacturing
No 40,959 98.2 4.59 19.1 41.9
Yes 31,111 69.2 4.52 17.9 39.0
Total 25,506 45.2 4.70 15.8 43.3

Relative to NAICS 6-digit industry means
Sales Employment log VA/worker Age Wage

Wholesale
No 1.11 1.06 0.126 1.12 1.05
Yes 1.31 1.65 0.154 1.10 1.13

Manufacturing
No 2.26 2.15 0.016 1.25 1.12
Yes 1.78 1.72 -0.004 1.17 1.09
Total 1.50 1.46 0.081 1.16 1.08

Census
Sales Employment log VA/worker Age Wage

Wholesale 14,979 14.3 4.79 12.1 43.4
Manufacturing 15,997 40.3 4.48 14.7 34.9

Total 15,420 25.6 4.66 13.2 39.6

Note: FGP Status: Yes indicates that the plant did design and the primary activity was Manufacturing, Contract-
ing, or Other, or that the plant did design and the primary activity was Resales and the plant purchased contract
manufacturing services; No indicates that the plant did not design or that the plant did design and the primary
activity was Resales and the plant did not purchase contract manufacturing services. Census: Manufacturing
indicates the plant was covered by the Census of Manufactures; Wholesale indicates the plant was covered by
the Census of Wholesale Trade. Sales and Wage are in ’000s of 2007 dollars.

Table 5.6: Plant Characteristics by FGP Status and Census, 2007
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Firm Type - 2002

FGPF Status

Manufacturing Mixed Wholesale Total
Missing 298,025 1,894 185,484 485,403
No - 2,612 125,732 128,344
Yes - 961 24,388 25,349
Total 298,025 5,467 335,604 639,096

Firm Type - 2007
Manufacturing Mixed Wholesale Total

Missing 282,020 2,654 213,871 498,545
No - 2,152 100,883 103,035
Yes - 757 13,505 14,262
Total 282,020 5,563 328,259 615,842

Note: Firm Type: Manufacturing indicates Vrms with no wholesale plants; Mixed indicates Vrms with both
manufacturing and wholesale plants;Wholesale indicates Vrms with only wholesale plants. FGPF Status: Missing
indicates Vrms with no FGP wholesale plants and at least one wholesale plant with missing FGP status; No
indicates Vrms with no FGP wholesale plants and no wholesale plants with missing FGP status; Yes indicates
Vrms with at least one FGP wholesale plant.

Table 5.7: Firm Counts by FGPF Status, 2002 and 2007
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6.1 Introduction

Since the mid-1990s, the global business environment has changed profoundly.1 There

has been a drop in both import tariUs and transaction and data processing costs, which

has been accompanied by the emergence of low-wage new industrialized countries.

In contrast to the traditional vertical integration model centered on the home coun-

try, goods and, in many cases services, have become internationalized. Value chains

have become fragmented globally leading to trade in tasks rather than in intermediate

goods and services (Hummels, Ishii & Yi, 2001, Grossman & Rossi-Hansberg, 2008,

Miroudot, Lanz & Ragoussis, 2009). The ‘great unbundling’ (Baldwin, 2012 and this

book) has led Vrms to adopt a global perspective on their organization and to recon-

sider the location of their activities. Outsourcing of certain services is a longstanding
1The views expressed in this chapter are those of the authors and not necessarily INSEE.
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practice in industry, but the norm was using nearby service providers. The reduction

in communication and information processing costs has made it more likely for both

industry activities and services to be outsourced internationally. OUshoring – deVned

here as international sourcing – has become common for many tasks. For French

Vrms, the European Union (EU) enlargement in 2004 to Central and Eastern European

countries was a Vrst step to more global fragmentation of production processes. This

fragmentation of value chains has raised several issues.

Firstly, the traditional way of measuring international trade as gross amounts leads

to possible multiple counting of the same Wow if intermediate goods and services are

traded. The response has been to compute the value added content of trade, combining

input-output and detailed trade data to construct world input-output tables (Johnson

& Noguera, 2012; Stehrer 2012; Koopman, Wang & Zei, 2014).

A second issue is related to the international organization and boundaries of multi-

national Vrms (Antras & Rossi-Hansberg, 2009). For each value chain segment, Vrms

now have to choose the global location of activities. Depending on the technological

intensity of the activity, the intrinsic diXculty to contract, transaction costs in gen-

eral, and the business environment in the alternative locations, the perimeter of the

Vrm in the origin country is adjusted optimally. How the international organization of

the Vrm is shaped by the interaction of these constraints has been well documented.

Insourcing (deVned here as internalization via subsidiaries, joint-ventures and parent

or sister Vrms) versus outsourcing (deVned here as externalization to Vrms which are

neither subsidiaries, joint-ventures, nor parent or sister Vrms) mirrors Vrms’ “make or

buy” decisions. At the international level, the choice of internalizing or externalizing

the sourcing will be driven by Vrm, country and also industry characteristics (Antras,

2003; Yeaple, 2006).

Thirdly, since Vrms optimally adjust their internal organization, there is an impact

on the location of jobs. The international location of activities is shaped by interna-

tional diUerences in factor costs (Dixit & Grossman, 2002), diUerences in the probabil-

ity of making mistakes (Costinot, Vogel & Wang, 2013), and diUerences in the quality
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of the contractual environment (Nunn, 2007). Low-wage countries tend to specialize

in labor intensive tasks, while countries with higher technology skills specialize in the

Vnal segments of sequential value chains where errors are more costly. Finally, coun-

tries with more favorable contracting environments will have advantages in activities

where relationship-speciVc investments are important. The ultimate impact of such

international allocation of activities by multinational Vrms on domestic employment,

skill composition and jobs in the parent country, is a key concern for economic policy.

A wide range of methods and data is used in the literature – sectoral evidence (Feen-

stra & Hanson, 1999), Vrm level data (Harrison & McMillan, 2011), individual-level

worker data (Ebenstein, Harrison & McMillan, this book) – but is limited to actual

cost savings in the context of survey-based evidence (Bryan, 2013).

Complementing previous research, mostly based on aggregated data or microeco-

nomic evidence relying on administrative sources, this chapter exploits the result of

the 2012 survey of global value chains in 15 European countries, including France.

The International Sourcing and Global Value Chains (IS-GVC) survey – in French the

Chaînes d’activité mondiales (CAM) survey, focuses on the 28,000 Vrms located in

France, with more than 50 employees at the end of 2008, belonging to industry, trade

and non-Vnancial services sectors.

This chapter provides an in-depth treatment of this survey with a focus on de-

tailed results for France, the largest European country involved in the survey. Our

conclusions are very much in line with the predictions of recent theories of global

organization of multinational Vrms. We identify reasons why leading Vrms do not

oUshore certain activities, and we characterize what might be the direct consequences

for employment of French Vrms’ oUshoring strategies.

We found that oUshoring decisions are limited to only 4.2% of French industry,

trade and non-Vnancial services sector Vrms with more than 50 employees at the end

of 2008, which made the decision to oUshore over a three-year period (2009-2010-

2011). These Vrms accounted for almost 500,000 employees in 2011, representing 6.5%

of employees in the 28,000 Vrms covered by the survey. We found also that 3.1%
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of these Vrms contemplated oUshoring, but eventually decided not to. Among the

determinants of the oUshoring decision, distance as expected is an important barrier:

more than half of the Vrms that oUshore choose a European country including the

12 new enlargement Member States. More strategic segments of the value chain are

generally oUshored within the Vrm’s foreign boundaries (foreign subsidiary, joint-

venture, or foreign sister or parent Vrm), pointing to the potential for problems related

to incomplete contracts. Lastly, we estimate that 20,000 jobs (or 0.3% of employment in

the surveyed Vrms in 2011) were oUshored between 2009 and 2011, based on decisions

identiVed in the survey. This Vgure though downplaying the threats related to massive

relocation of activities, takes no account of general equilibrium eUects, and is not

based on a proper counterfactual. The deVnition of oUshoring used in the survey is

restrictive as well, as it excludes situations where relocations of activity abroad goes

hand-in-hand with an expansion of the activity at home. Thus, 20,000 jobs oUshored

over a three-year period must be considered as indicative.

The rest of the chapter is organized as follows. In Section 2 we present the sur-

vey methodology. The potential impact on employment of oUshoring is discussed in

Section 3. Section 4 describes the Vrms that decide to oUshore and Section 5 analyzes

the decision not to oUshore. In Section 6 we show that the fragmentation of value

chains is mostly regional and is mostly within the boundaries of the group. We show

in Section 7 that reducing costs is the main determinant of oUshoring, although lower

wages is only one facet of this strategy. The last section concludes.

6.2 An original survey of Global Value Chains

The IS-GVC survey of global value chains is a European initiative, implemented in

France as the Enquête Chaînes d’Activités Mondiales (CAM). The survey approach

has few precedents in France. The Globalization survey (“enquête mondialisation”)

launched in 1999 by the French Ministry of Industry aimed at measuring the impor-



183

tance of within group inter-Vrm trade in industry.2 The survey of inter-Vrm relations

(“ enquête sur les relations inter entreprises ”) carried out in 2003 by SESSI, was wider in

scope (industry, services, trade, construction). It provided a panorama of the inter-

Vrm relations that required minimum cooperation (essentially subcontracting, but

not buying or selling directly from a catalogue).3 A joint survey (“ Enquête sur les

Changements organisationels et technologies de l’information et de la communication ”

– “ Enquête COI-TIC 2006 ”) by the French national institute of statistics (INSEE), the

statistical service of the French ministry of labour (DARES) and the French centre

for employment studies (CEE), conducted in 2006, focused on international expansion

and sourcing by manufacturing Vrms.4 Finally, The survey of the competitiveness of

French enterprises (“ enquête sur la compétitivité de “l’entreprise France” et des en-

treprises françaises ”), administered jointly by INSEE and the French committee of

foreign trade advisers (CNCCEF) in 2008, was aimed at gathering business leaders’

views on globalization and French Vrms’ competitiveness. It focused on the manufac-

turing sector.5

In comparison, the survey described in this chapter is innovative in many as-

pects. The questionnaire was designed at European level (IS-GVC survey), although

its French implementation (CAM survey) included additional questions. It was ad-

ministered by INSEE and was compulsory for the sampled Vrms; the number of non-

responses was small. It was aimed at uncovering the strategic choices made by Vrms

regarding the “make or buy” choice: either performing the activities themselves inside

the Vrm, or sourcing in France or abroad. The survey questions were careful and pre-

cise and the deVnition of terms was clearly explained and exempliVed to the surveyed

Vrms.

The survey deVnes the “sourcing of an activity in France” as total or partial trans-

2 “ L’industrie en France et la mondialisation ”, SESSI (Service des études et des statistiques industrielles), Collection Analyse et
chiUres clés, (257), 2005.

3La sous-traitance internationale : l’Europe, partenaire privilégié, SESSI, Collection Le 4 pages des statistiques industrielles,
(2005), 2005.

4 “ Les implantations à l’étranger des entreprises industrielles françaises : entre délocalisations et conquête de nouveaux
marchés, SESSI, Collection Le 4 pages des statistiques industrielles, (246), 2008.

5 Bardaji J. and Scherrer P., Mondialisation et compétitivité des entreprise françaises : l’opinion des chefs d’entreprise de
l’industrie, Insee Première, (1188), 2008.
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fer of this activity to another Vrm located in France (which may or may not be within

the boundaries of the original Vrm’s group). ”OUshoring of an activity” or “interna-

tional sourcing of an activity” was deVned as total or partial transfer of this activity

to another Vrm located abroad (which may or may not be part of the original Vrm’s

group).

“Firm subsidiaries” are deVned as all Vrms directly or indirectly controlled (more

than half of the shareholder voting power or more than 50% of the shares) by the Vrm.

A “group” is deVned in the survey as the set of Vrms, located in France or abroad,

controlled directly or indirectly by a common parent Vrm, or “group head”. Prior to

being sourced internationally, the activity could have been carried out within the Vrm

or been sourced to another Vrm located in France.6

Importantly, for the purposes of this survey, oUshoring of the activity must have

resulted in a reduction in the same activity in France. For example, setting up new

production line abroad not accompanied by a corresponding reduction in production

in France is not considered oUshoring. This deVnition could indeed be questioned

on analytical grounds. Although deVning international sourcing as a substitute to

domestic production is restrictive enough to avoid misinterpretation of the questions

by respondents, it neglects more complex strategies where outsourcing and domestic

activity are complements. One mechanism consistent with such complementarity is

the productivity gain described in Grossman & Rossi-Hansberg (2008).

The survey was carried out by INSEE between June and October 2012 within the

framework of a European project to improve knowledge of Vrms’ internationalization

strategies. It covers the period from January 2009 to December 2011 and looks at non-

Vnancial Vrms with 50 or more employees at the end of 2008, whose sector of activity

corresponds to sections B to N (excluding section K) of the NACE rev.2 classiVcation.

The surveyed entity is the statistical unit as per the legal deVnition of a Vrm (“legal

unit” identiVed by its administrative identiVer, the “SIREN” number), and not the sta-

tistical unit used in the French Law on the Modernization of the Economy. To take

6Thus, it is a fairly broad deVnition: if a Vrm is the ordering party and hands over to a subcontractor abroad an activity that
until then had been carried out by a subcontractor located in France, the survey considers this activity to be oUshored.
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into account that some issues about global value chains pertain more to groups than

legal units, the questionnaire includes several questions linked to the group organiza-

tion of the surveyed entity. Similarly, using US Vrm-level data, Harrison & McMillan

(2011) oppose oUshoring to low-wage countries, which substitutes for domestic em-

ployment, to more complex strategies with task diUering at home and abroad. In the

latter case, foreign and domestic employment are complements, not substitutes. The

restrictive deVnition used in the survey must accordingly be kept in mind when inter-

preting our quantiVcation exercise: the measure of job losses that we provide must be

considered as indicative, as it excludes by assumption all oUshoring activity that could

be complementary with domestic activity.

The survey is subdivided by activity. Central to this study is the distinction be-

tween core business activity and support business activities. Core business activity

represents the production of goods or services destined for markets or third parties,

carried out by the Vrm and generating a turnover. This is usually the Vrm’s main

activity. It may also include secondary activities if the Vrm considers that they con-

stitute part of its essential functions. Support business activities are those activities

carried out by the Vrm to allow or facilitate the production of goods or services for the

market or for third parties. The output of support activities is not destined directly for

the market or for third parties.

The survey considers a value chain split into support functions in six segments

beyond the core business of the surveyed Vrm:

• Distribution and logistics consists of transportation activities, warehousing and

order processing functions;

• Marketing, sales and after sales services including help desks and call centers.

This consists of market research, advertising, direct marketing services (telemar-

keting), exhibitions, fairs and other marketing or sales services and including

call-center services and after sales services such as help-desks and other cus-

tomer support services;
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• ICT services include IT-services and telecommunication. IT services consist of

hardware and software consultancy, customized software data processing and

database services, maintenance and repair, web-hosting, other computer related

and information services, but exclude packaged software and hardware;

• Administrative and management functions includes legal services, accounting,

book-keeping and auditing, business management and consultancy, human re-

sources management (e.g. training and education, staU recruitment, provision of

temporary personnel, payroll management, health and medical services), corpo-

rate Vnancial and insurance services, and also procurement functions;

• Research and development, engineering and related technical services include

R&D, intramural research and experimental development, engineering and re-

lated technical consultancy, technical testing, analysis and certiVcation and also

design services;

• Other support functions are all other functions including manufacturing as a

secondary activity for services enterprizes.

The survey also deVnes a world economy split into 12 regions:

• France;

• EU-15 but excluding France: Belgium, Denmark, Germany, Greece, Spain, Ire-

land, Italy, Luxembourg, Netherlands, Austria, Portugal, Finland, Sweden, and

the United Kingdom;

• EU-12: the Czech Republic, Estonia, Cyprus, Latvia, Lithuania, Hungary, Malta,

Poland, Slovenia, Slovak Republic, Bulgaria and Romania;

• Russia;

• Other European countries: Switzerland, Norway, Turkey, Belarus, Ukraine and

the Balkan states;

• China;
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• India;

• Oceania and other Asian countries: Japan, Korea, Near-, Middle- and Far-East,

and Oceania (including Australia and New Zealand);

• USA and Canada;

• Brazil;

• Other American countries;

• Africa.

The universe of legal units comprising the survey population is created with ”SIRENE”,

the French business register. The legal units considered:

• are located in France (mainland and French overseas departments);

• have a number of employees (at the end of the year 2008) greater than or equal

to 50;

• have a main activity from section B to section N (excluding section K) in NACE

Rev. 2.

After out-scope correction, the survey population includes 28,370 legal units.

This population was stratiVed combining two criteria:

• The activity at a detailed level (71 headings). These categories are deVned to

maximize the estimated accuracy of results, particularly for the six analytical

breakdowns requested by Eurostat;

• The number of employees at the end of the year 2008 (3 categories: 50 to 99

employees, 100 to 249 employees, 250 employees and more).

This stratiVcation created 213 strata.

All legal units with 250 or more employees were surveyed (71 strata and about 5,000

units). In the remaining 142 strata and 23,000 units, the number of legal units included

in the sample is proportional to the total number of employees in each stratum. The

results of the algorithm were slightly modiVed based on expert judgement:
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• if a stratum sample size is less than 6, the number is increased to 6 in order to

have a minimum quality of results even in small strata;

• the sampling rate was slightly decreased in the trade sector.

Sample selection in these 142 strata was achieved by applying the algorithm of

”systematic selection” while taking care to respect the proportion of the following

categories of legal units in each stratum:

• legal unit not in group;

• aXliate of an entirely French group (French parent with no foreign aXliate);

• parent of an entirely French group (French parent with no foreign aXliate);

• parent of an international group;

• legal unit with foreign aXliates in a French group;

• legal unit with foreign aXliates in a group with foreign parent;

• legal unit without foreign aXliates in a French group;

• legal unit without foreign aXliates in a group with a foreign parent.

The Vnal sample size is 8,093 legal units. The survey was compulsory (validated as

part of the public statistics) and had 6,428 respondents.

For convenience, we use “Vrm” instead of “legal unit” in the rest of the paper.

6.3 How many jobs?

This new survey helps shedding light on the overall impact of oUshoring strategies

in terms of jobs displacement. Recall however the restrictive nature of the deVnition

used for oUshoring – substitution between domestic and oUshored activities.

The econometric literature addressing the impact of oUshoring on employment

uses aggregate branch or sector level data. The share of the manufacturing sector in

total employment is regressed on a series of controls and on the intensity of trade
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(imports over GDP) with low wages countries, hosting oUshoring. This method was

proposed by Rowthorn & Ramaswamy (1998) and has been applied to France for dif-

ferent periods (Boulhol & Fontagné, 2005; Demmou, 2010). A second approach is

an accounting method that uses input-output tables to compute the labor content of

the changes in net trade. Barlet, Blanchet & Crusson (2009) and Demmou (2010) im-

plement it for France and for diUerent periods. Finally, individual Vrm data can be

used. Aubert & Sillard (2005) match customs data with social and taxation declara-

tions. They deVne oUshoring accurately as two simultaneous events in a group: a

signiVcant drop in the workforce in one establishment of the group, and a surge of

importations of products corresponding to the main output of this establishment. Hi-

jzen, Jean & Mayer (2011) use matching techniques to assess the impact of a Vrst

investment abroad. They distinguish between horizontal and vertical investments by

Vrms belonging to advantaged or disadvantaged sectors. While obtaining quite con-

trasting results in terms of impact on the labor market, most of these studies point

to limited losses related to oUshoring. These approaches have several shortcomings.

It is diXcult to disentangle pure oUshoring from imports generally when applying

an econometric or accounting approach. Neither of these methods accounts for gen-

eral equilibrium eUects. The method for deVning a proper counterfactual is subject to

the quality of the Vrm matching and relies on a simple split between horizontal and

vertical investment strategies.

The advantage of our approach based on a survey is to deVne oUshoring precisely

(although restrictively) and to observe directly what are the Vrm’s perceived motiva-

tions for and obstacles to this activity. Also, collecting of information on Vrms that

decided not to oUshore provides an interesting counterfactual.

Table 6.1 provides preliminary evidence, comparing changes in employment, in

France, in Vrms that oUshored or not. Employment in Vrms that considered, but did

not oUshore – a category that is diXcult to identify in econometric exercises based

on administrative data – increased the most. This contrasts with employment in the

French branch of Vrms that oUshored, which often show decreased employment. The
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conclusion, though rather qualitative, is that oUshoring of tasks is not only about the

nature of jobs maintained in the origin country, but also about the number of jobs.

Firms that Vnd alternative reorganizations to oUshoring tend to show (or to claim)

better employment performance. These two results should be examined in future

research.

We can tentatively measure the magnitude of job displacement induced by the

decision to oUshore, assuming that the overall employment performance of oUshoring

Vrms is reduced by this decision. Note that we do not know the exact counterfactual,

although we got information on Vrms deciding not to oUshore: what would have been

the evolution of employment in France in those Vrms oUshoring, if they had decided

against it. Comparing oUshoring and not oUshoring Vrms is not a good match to

properly answer this question.

With this caveat in mind, we turn to the survey. The CAM survey includes two

questions whose responses provide a rough estimate of jobs directly lost in France

due to the oUshoring decision. Based on these responses, we estimate that about

20,000 jobs would have been shed in France between 2009 and 2011 as a direct result

of oUshoring by non-Vnancial Vrms in the industry, trade and services sector with 50

or more employees, or about 6,600 jobs per year over the three years. These 20,000 jobs

lost represent 0.3% of salaried employment in 2011 in all the Vrms within the scope of

the survey and 4% of jobs in Vrms that sourced internationally. Two-thirds of the jobs

shed concerned core business functions in the oUshoring Vrms. In the manufacturing

industry, 11,500 jobs appear to have been shed as a result of oUshoring between 2009

and 2011, or 0.6% of salaried employment in all Vrms in the manufacturing industry

included in the survey.

These Vgures, which reWect the microeconomic impact of oUshoring in terms of

employment, should however be interpreted with much care for the following rea-

sons. i) In the survey, job losses are counted only for Vrms that transferred at least

partially one activity from France to abroad: we already stressed the drawbacks of

such restrictive deVnition assuming substitutability between activities abroad and at
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home, in contrast with more nuanced Vndings of the economic literature on global

value chains. ii) Job losses are declarative Vgures and only take account of direct

shedding of jobs without considering those lost in the Vrm’s subcontractors or, con-

versely, jobs that might be created in France as a result of the same type of movement

from abroad. iii) Situations where a Vrm oUshores an activity, but develops another

activity in parallel in France are considered only in terms of the negative side of jobs

displaced abroad. iv) Finally, we need also to consider how the job situation would

have changed had the oUshoring not taken place.

Although the order of magnitude obtained is in line with previous studies address-

ing the impact of oUshoring on employment in the French case (Aubert & Sillard,

2005; Boulhol & Fontagné, 2006; Demmou, 2010; Hijzen, Jean & Mayer, 2011), the

most comparable study, which is based on microeconomic evidence, is Aubert & Sil-

lard. Considering the group level and focusing on the manufacturing industry, they

deVne oUshoring as two simultaneous events in a group: a signiVcant drop in the

workforce in one establishment of the group and a surge of importations of products

corresponding to the main output of this establishment from a foreign subsidiary of

the group. In this paper as well, oUshoring is considered as a substitution of activity.

They estimate job losses in the manufacturing industry due to oUshoring at between

9,000 and 20,000 per year (versus almost 4,000 per year according to the CAM sur-

vey), but this might include a large proportion of jobs shed by subcontractors (that

are part of the group). Also, Aubert & Sillard’s study covers the period 1995-2001,

which corresponds to the massive expansion in China and the emerging countries in

central and eastern Europe, whereas 2009-2011 was a period of crisis during which

Vrms expanded abroad much less.

Notwithstanding the intrinsic limitations of this rough quantiVcation exercise, the

advantage is to provide an indication on the magnitude of the phenomenon at stake

which can be compared with alternative methods. Let us now characterize oUshoring

Vrms and related strategies.
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6.4 Large and more productive Vrms oUshore more

In 2012 there were 28,370 non-Vnancial Vrms with at least 50 employees at the end of

2008, located in France.

According to the CAM survey, 4.2% of these Vrms oUshored some or all of their

activities in the course of the three years from 2009 to 2011 (Table 6.2). Almost as

many (3.1%) considered oUshoring, although did not actually do it. Finally 7.3% of

Vrms sourced part of their activities to another Vrm located in France.

Sourcing in general and oUshoring in particular, are strategies pursued by larger

Vrms. Table 6.3 considers employment as a proxy for size, it shows the impact of

sourcing: 13.6% of employment is in Vrms that sourced at least one activity in France

in the period 2009-2011, and 6.4% is in Vrms that sourced internationally.

Fourteen smaller EU Member states administered the survey in 2012. European

scope is limited to non-Vnancial sector Vrms with 100 or more employees (at end

2008), as opposed to 50 or more employees for France. After adjusting for this dif-

ferent thresholds, Table 6.4 shows that 5.9% of non-Vnancial Vrms located in France

with 100 or more employees, sourced at least one activity internationally (totally or

partially), and for the industry sector this Vgure is 10.5%. The large proportions of

Vrms that oUshore observed for some countries (notably Denmark and Belgium) can

be explained in part by country size. Indeed, for Vrms located in smaller European

countries, geography and the limited variety of potential domestic contractors are

strong determinants of oUshoring.

We are interested also in characterizing the sectors of Vrms located in France that

oUshored some activities at least partially over the period 2009-2011 (Table 6.5).

The manufacturing industry and information and communication services are the

two broad sectors where oUshoring is most frequent - 8.8% of Vrms in each category.

This is explained by the tradability of numerous of the tasks in these sectors. Between

2009 and 2011, employment in Vrms oUshoring new activities represented 13.6% and

19.2% respectively of all employees in manufacturing and information-communication
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services Vrms with 50 or more employees.

Within manufacturing, production of electrical equipment (25% of Vrms declared

oUshoring of new activities) and computers, electronic and optical products (respec-

tively 22% of Vrms) were the most important. In the information and communication

services sector, services linked to computer activities mainly oUshored (11%) compared

to construction, transport, hotel, catering and real estate sectors which oUshored very

little between 2009 and 2011 (less than 1% of the Vrms).

OUshoring Vrms are diUerent; more productive Vrms not only export and invest

abroad, but also optimize their value chain on a global basis. Between 2009 and 2011,

the larger the Vrm’s employment, the larger the proportion of Vrms that oUshored

parts of their activity: 5.9% of Vrms with 100 or more employees (at end 2008) com-

pared with 2.7% of Vrms with 50 to 99 employees. For Vrms with 250 or more employ-

ees, the percentage was 7.6%, and 10% for Vrms with over 5,000 employees. Similarly,

many more exporting (7.7%) than domestic-only Vrms (0.7%) oUshored. Also, the pro-

portion of Vrms that oUshore is increasing with share of exports in their turnover.

Finally, for a given sector, size and Vrm type (type meaning whether or not the Vrm is

part of a group, is French or foreign, and controls or not subsidiaries abroad), export-

ing Vrms oUshored on average four times more often than non-exporting Vrms. These

results are in line with what is expected among heterogeneous Vrms where only the

most eXcient are able to cope with the Vxed and variable costs of exporting (Melitz,

2003), and where only the most eXcient overcome the higher costs of investing abroad

(Helpman, Melitz, Yeaple, 2004).

Not all Vrms are independent. Ownership is used to trace the boundaries of groups

of French Vrms controlled by a common parent (French or not). Firms belonging to

a group in 2009 oUshored more than independent Vrms (5.2% against 1.6%). Among

international groups, the strategy increases: 12.7% of Vrms already present abroad in

2009 through subsidiaries, oUshored between 2009 and 2011. This share is 20.8% for

Vrms already present abroad in 2009 through subsidiaries and having a foreign parent.

Table 6.6 presents the intensity of oUshoring as a function of Vrm size. Size classes are
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deVned as class 1 50-99 employees, class 2 100-249, and class 3 over 250 employees. We

observe that 6.0% of Vrms in the lowest size-class in manufacturing oUshored at least

one activity compared to 13.5% in highest size class. For business support functions,

this positive relation between size and oUshoring intensity is particularly evident for

IT services and administration and management. Manufacturing industry is the most

heavily engaged in oUshoring.

From this we can conclude that Vrms that oUshore are not only bigger and more

productive, they are also members of international groups. Large multinational corpo-

rations optimize their value chains at global level, and what we observe in a national

level survey is part of an ongoing global reorganization.

6.5 Firms may decide not to oUshore

The majority of oUshoring is within the European Union, reWecting the costs related

to distance even for services activities (Head, Mayer & Ries, 2009; Fort, 2013). Splitting

the results by Vrm size shows that larger Vrms source to more remote places, where

enforcement of contracts can be more diXcult. While 42% of Vrms with more than

100 employees have oUshored to at least two regions, only 23% of Vrms with 50 to 99

employees have done so. In the presence of incomplete contracts, only the largest and

most eXcient Vrms will beneVt from oUshoring (Antras & Helpman, 2004). Defever

& Toubal (2013) using the Enquête Mondialisation referred to above, provide similar

evidence.

Some Vrms contemplated oUshoring, but eventually decided against it. An impor-

tant value added of the CAM survey is that it allows us to identify these cases and

the related perceived obstacles. The 3.1% of Vrms that considered oUshoring, but did

not do so, represent 6% of employment in the survey. The majority of these Vrms

cited uncertainty about the quality of goods and services produced in the oUshore

location as the main obstacle, and also need for close interaction with clients (Table

6.7). Legal and administrative barriers in the host country and union problems in the
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home country were also reasons for not oUshoring. Interestingly, political and eco-

nomic instability were the least mentioned barrier. For instance, 57% of the Vrms that

considered oUshoring during the period 2009-2011, but eventually decided to not do

it, referred to uncertainty about the quality of the products/services to be supplied

abroad as a determinant of their decision. Proximity to existing clients and legal and

administrative barriers were mentioned by 55% and 48% of Vrms respectively. When

Vrms are deciding about organizing their activities on an international basis, they are

sensitive about just-in-time issues, possible interruption to value chains due to deV-

cient suppliers, and quality of the contractual relations.

Interestingly, the obstacles faced by Vrms deciding to oUshore diUer across desti-

nation regions. We report these obstacles in Table 6.8. Uncertainty of the quality to be

supplied abroad is the prominent concern for Vrms that oUshored in China: 78% of the

Vrms oUshored in China mentioned this problem. In contrast only 15% of the Vrms

that oUshored in the EU15 were concerned by potential quality issues. The next big

problem faced in China is the diXculty in identifying potential or suitable providers of

services. This is reported as a concern by 64% of the Vrms oUshoring in this country.

The third main concern in China is about tariUs and Non-TariU Measures (resp. 52%).

Finally, linguistic or cultural barriers, concerns of the employees and of trade unions

in the home country, as well as proximity to existing clients needed were faced by

more than 64% of the Vrms oUshoring in China. This contrasts with the obstacles re-

ported by Vrms oUshoring in India: although uncertainty of the quality to be supplied

is mentioned by more than two Vrms out of three, other obstacles are less binding.

The limited number of cases of oUshoring in India and the sectoral concentration un-

fortunately lead to several non-signiVcant Vgures. In Africa, legal and administrative

barriers, combined with lack of management resources or uncertainty of the quality

play are considered as a big obstacle by Vrms oUshoring on this continent. This is also

the only region in the world where political or economic instability is considered as

an important risk (mentioned by half of the oUshoring in Africa). Obstacles faced by

Vrms oUshoring in new Member States are primarily the uncertainty of the quality
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to be supplied locally, as well as concerns of labor trade unions in the home country.

Finally, concerns of the labor unions play the biggest role when oUshoring in other 15

countries. The latter concern of French Vrms points to the limited social acceptability

of activity restructuring among rather similar countries.

6.6 OUshoring strategies are mostly regional

European enlargement has provided French Vrms with a range of possible oUshoring

locations that are relatively nearby, oUer stable legal environments, have no tariU

barriers and, in certain cases, have attractive taxation schemes. This has led to the

recent preference by oUshoring Vrms located in France for new Member states.

A Vrst glance at oUshoring strategies is provided in Table 6.9. Percentages relate

to the number of Vrms oUshoring. The Table presents the main host areas (in rela-

tion to potentially aUected employment in the origin country – France) for oUshored

activities during the period 2009-2011, for Vrms who oUshored at least partially one

function. We observe that 4.2% of non-Vnancial companies with 50 or more employees

sourced internationally (totally or partially) at least one activity, and that 55% of these

companies sourced internationally at least in other countries of the European Union.

Within the EU, EU15 destinations are chosen for all oUshored activities, although pre-

dominantly for logistics and transport and design and R&D. New Member States host

predominantly oUshored administrative and management activities. Africa is special-

ized in marketing services and call centers. Interestingly, the percentages observed

for R&D in India and core business activities in China, show that Vrms are prepared

to oUshored strategic activities even in countries where obstacles to oUshoring are

present, as referred to above.

Since large Vrms oUshore more often and to more “diXcult” destinations, we now

focus on the share of employment of Vrms that decided to oUshore in the period 2009-

2011 (instead of the share of Vrms). This approach in terms of employment is indeed

a better metric, as it takes account of the larger size of oUshoring Vrms. Table 6.10
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presents information on Vrms’ location decisions. Percentages are number of employ-

ees in oUshoring Vrms. The Table presents again the main host areas for oUshored

activities during the period 2009-2011, for Vrms who oUshored at least partially one

function. For instance, Vrms that oUshored at least part of their core business func-

tion to Africa between 2009 and 2011 represent 39% of employment among Vrms that

oUshored at least part of their core business function. Firms that oUshored at least

part of a function to Europe between 2009 and 2011 represent 60% of employment of

Vrms that oUshored at least part of one function: 38% to the EU15 Member States and

31% to the new Member States, with some Vrms sourcing certain activities to several

countries. Africa is a favored host country (31%), due to its geographic (and for certain

countries linguistic) proximity to France, especially North Africa. The distant location

of China (18%) and India (38%) and less favorable business environments are oUset by

variety of local suppliers, low labor costs and host market size. While the EU is the

preferred destination for French Vrms’ oUshoring of support activities, 45% of employ-

ment of Vrms that oUshored at least one support activity is in Vrms that moved this

activity to India (especially computer or telecommunications services). OUshoring of

support activities to Africa is mainly related to call-centers used for marketing and

after-sales service. Language is an important asset for these locations.

Table 6.10 Vnally compares EU27 and other oUshoring destinations. We observe

that Vrms that oUshore logistics to EU27 destinations between 2009 and 2011 represent

71% of the employment of oUshoring Vrms, and this contrasts with Vrms that oUshore

logistics to non-EU countries (only 49%). Thus, the EU is a favored destination for

logistics and administration activity, while non-EU destinations prevail for marketing

services and computer services.

Table 6.11 presents the distribution of the main host areas of oUshored activities

for the manufacturing sector only. This restriction explains that 6.4% of employment

is in Vrms oUshoring one activity, as opposed to 13.6% in the manufacturing sector.

We show the main host areas for the oUshored activities during the period 2009-2011

and gauge the importance of alternative destinations in terms of employment in oU-
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shoring Vrms, focusing on the manufacturing industry. For instance, Vrms in the man-

ufacturing sector that oUshored, at least part of their administrative and management

support functions to the EU15 Member States between 2009 and 2011, represent 84%

of employment in those Vrms that oUshored administrative and management support

functions. Most of the oUshored activities are related to the Vrms’ core business func-

tions, that is, the production of goods, and the main destination for oUshoring these

functions is the EU (mostly new Member States). Africa is an important destination

for oUshoring of core business activities from manufacturing Vrms, achieving similar

levels to China. This shows that French-located Vrms consider Africa a feasible des-

tination for production activities, which is in line with the regionalization of global

value chains.

The treatment of the European surveys by Eurostat (in terms of number of Vrms

rather of number of employees), albeit for very diUerent origin countries of oUshoring

Vrms, conVrms the importance of Europe-wide value chains, but does not support the

French Vnding regarding Africa since it does not make this distinction (Table 6.12).

6.7 Firms oUshore within the group

Another important issue is the organizational form of oUshoring. It is within or out-

side the foreign boundaries of the Vrm group? Table 6.13 shows the organizational

mode for newly oUshored activities between 2009 and 2011, by Vrms that belong to

a group (in terms of numbers of Vrm employees). Column 1 shows the share of em-

ployment in Vrms that oUshore: 7.0% of total employment in these Vrms that belong

to a group is in Vrms that oUshored over the period considered. Among this 7%, 82%

of employment in Vrms that decided to oUshore (or 5.7% of total employment of Vrms

belonging to a group that oUshored or not: 100x0.070x0.82) is in Vrms that decided to

oUshore within the group.

Thus, Vrms that prefer oUshoring within the group suggest there are risks asso-

ciated with contractual relationships. Firms choose to relocate activity within their
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group in the vast majority of cases. Firms that oUshore core business usually oUshore

within the group (91% of employment in Vrms that oUshored core business) rather

than outside (27%). The percentages sum to over 100 since the Vrm can make the de-

cision to displace jobs within and beyond the boundaries of the group, at the same

time. For support functions, the gap is narrower (72% compared to 46%). However,

for support activities related to design, R&D, engineering and technical services, the

group is the preferred target for oUshoring (94% compared to 15%), which is in line

with the literature.

6.8 Killer costs, beyond wages

Having identiVed the destinations and organizational modalities of oUshoring, we next

examine its determinants. Table 6.14 presents the reasons for oUshoring to the Vve

most favored host regions. To minimize bias due to possible multi-destination oU-

shoring by Vrms, we focus only on Vrms that oUshored to only one of the 11 foreign

geographical regions deVned in the survey. Note that these are the determinants re-

ported by the oUshoring Vrms in the survey. For instance, 98% of Vrms that oUshored

only to Africa consider lower labor costs as important or very important in their de-

cision to oUshore. However, it is interesting that in Table 6.14 oUshoring is driven

primarily by cost saving, and not just related to lower wages. OUshoring to emerging

countries such as India and China is often motivated by access to low costs, which

may include low wages, and to promising markets. In the case of the new EU Member

States, low wage costs can be attractive, but access to these markets is not an im-

portant motivation because access is guaranteed by their membership of the EU. In

oUshoring to the EU15, Vrms primarily are looking to reduce production costs rather

than wages, and their reasons for oUshoring are more diverse. Finally, oUshoring to

Africa is driven mainly by the search for close locations oUering low wages for labor-

intensive activities. Note that for Vrms that belong to a group, the decision to oUshore

often stems from strategies imposed by the parent, irrespective of the area to which
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the oUshoring is directed. This shows the value of distinguishing between legal unit

and group or even Vrm from an economic perspective.

6.9 Conclusion

We have proposed a preliminary treatment of the International Sourcing and Global

Value Chains (IS-GVC) survey, for France. The Chaînes d’activité mondiales survey

(CAM) was carried out by INSEE in June to October 2012 within the framework of

a European project to improve knowledge of Vrm internationalization strategies. It

covers the period from beginning 2009 to end 2011 and looks at industry, trade and

non-Vnancial services Vrms.

We observed that oUshoring decisions have been limited with only 4.2% of Vrms

with more than 50 employees in the manufacturing and non-Vnancial services sector

making the decision to oUshore over a three years period. Interestingly, 3.1% of Vrms

contemplated oUshoring but decided against it. Distance remains a major obstacle

and more than half of moves were towards other European countries, including the 12

enlargement Member States. More strategic segments of the value chain are generally

oUshored within the boundaries of the Vrm or Vrm group (foreign aXliates of the Vrm,

joint ventures, or other foreign aXliates of the parent of the Vrm considered), pointing

to potential issues raised by incomplete contracts.
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Firms reporting:
Increase Stability Decrease Total

All Vrms 42 25 33 100
of which:

Vrms having oUshored 32 9 59 100
Vrms having considered oUshoring but eventually did not 75 9 16 100

having not oUshored and not considerer oUshoring 40 27 33 100

Note: the scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N
(excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.1: Evolution of Vrm employment, according to the oUshoring status (As a % of number of
employees in Vrms)

Business function OUshoring Sourcing in France
At least 1 activity 4.2 7.3

Core business 2.7 3.0
At least 1 support, of which: 2.1 5.7
Administrative and management functions 0.9 1.8
ICT services 0.7 2.8
Marketing, sales services and after sales services, incl. help desks and call centres 0.5 1.2
Distribution and logistics 0.4 2.9
R&D, engineering and related technical services 0.4 1.0
Other support functions 0.4 1.4

Note: the scope is non-Vnancial Vrms with 50 or more employees (at the end of 2008) located in France, whose sector falls within sections B to N (excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.2: Firms with 50 or more employees that sourced in France or oUshored activities, over the
period 2009-2011, as a % of the number of Vrms

Business function Sourcing in France OUshoring
At least 1 activity 13.6 6.4

Core business 3.8 4.1
At least 1 support activity of which: 12.2 3.8
Administrative and management functions 5.8 2.1
ICT services 7.3 1.9
Marketing, sales services and after sales services, incl. help desks and call centres 4.8 1.0
Distribution and logistics 6.9 0.5
R&D, engineering and related technical services 1.2 0.5
Other support functions 3.1 0.7

Note: The scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N (excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.3: Firms with 50 or more employees that sourced in France or oUshored activities over the
period 2009-2011, as a % of the number of employees in Vrms

Non-Vnancial sector Industry
Denmark 25.2 33.6
Finland 20.6 28.7
Belgium 15.9 23.5
Portugal 15.3 18.2
Sweden 13.2 17.4
Norway 12.0 18.0
Ireland 11.8 15.8
Slovakia 11.0 10.1
Netherlands 9.8 15.8
Estonia 8.7 14.7
Latvia 6.8 8.2
France 5.9 10.5
Romania 3.3 3.4
Bulgaria 1.1 1.4
Lithuania 0.7 0.0

Note: the European scope is non-Vnancial Vrms with 100 or more employees (at end 2008), whose sector falls within sections B to N
(excluding section K) of the NACE rev.2. Industry refers to Sections B to E of NACE rev.2.
Source: Eurostat, Statistics explained “International sourcing of business functions”, summer 2013, http://ec.europa.eu/eurostat/
statistics-explained/index.php/International_sourcing_of_business_functions

Table 6.4: EU15 Member States (that carried out the survey) Vrms with 100 or more employees that
oUshored activities between 2009 and 2011, as a % of the number of Vrms

http://ec.europa.eu/eurostat/statistics-explained/index.php/International_sourcing_of_business_functions
http://ec.europa.eu/eurostat/statistics-explained/index.php/International_sourcing_of_business_functions
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Multinational status
Companies belonging to a group and controlling subsidiaries abroad in 2009 12.7
Companies belonging to a group and controlling no subsidiary abroad in 2009 4.3

Exporter status
Exporting companies in 2009 7.7
Non-exporting companies in 2009 0.7

Firm size
Workforce of 250 or more at end 2008 7.6
Workforce of 100 to 249 at end 2008 4.9
Workforce of 50 to 99 at end 2008 2.7

Sector
Manufacturing industry 8.8
Information and communication services 8.8
Specialised scientiVc and technical activities 5.5
Other non-Vnancial market sectors 1.5

Note: The scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N
(excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.5: Share of Vrms that oUshored activities during the period 2009-2011, according to diUerent
criteria (%)

All sectors Manuf. industry Other non Vn. sectors
Size class 1 2 3 1 2 3 1 2 3

OUshoring At least 1 activity 2.7 4.9 7.6 6 9.7 13.5 1.6 2.9 4.7
OUshoring Core business activity 1.6 3.4 4.6 5.3 8.6 9.6 0.4 1.2 2.1
OUshoring at least 1 support activity, of which: 1.3 2.2 4.5 1.1 2.4 6.6 1.3 2.2 3.4
- Computer services and telecommunications 0.3 0.7 1.9 n.s. n.s. 2.1 n.s. 0.8 1.7
- Administration and management 0.4 1.1 2.4 n.s. 1.1 3.4 0.4 1.1 1.8
- Design, R&D, engineering and technical services 0.2 0.5 1 n.s. n.s. 1.6 n.s. 0.5 0.6

Note: The scope of the survey is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N (excluding
section K) of the NACE rev.2. Size classes are deVned as [50-99], [100-249] and 250+ employees for class 1, 2 and 3 respectively. n.s: not signiVcant due to limited
number of units in the considered cell.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.6: Share of Vrms that oUshored activities during the period 2009-2011, by activity sourced,
sector and size (%)

Uncertainty of the quality to be supplied abroad 57
Proximity to existing clients needed 55
Legal or administrative barriers 48
Concerns of the employees and the trade unions 48
Lack of management resources and know-how 40
TariUs and other trade barriers 39
Taxation issues 37
DiXculties in identifying potential/suitable providers 34
Linguistic or cultural barriers 31
Chance of patent violation or non respect of IP 27
Access to Vnance or other Vnancial constraints 25
Political or economic instability 22

Note: The table is based on non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, that considered oUshoring but
eventually decided against it, and whose sectors fall within sections B to N (excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.7: Barriers indicated as important or very important by Vrms that considered oUshoring during
the period 2009-2011, but decided against it, as a % of number of Vrms that considered oUshoring but
decided not to oUshore, by region of oUshoring
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EU15 new Member States Africa China India
Uncertainty of the quality to be supplied abroad 15 46 58 78 68
Proximity to existing clients needed 27 29 48 44 36
Legal or administrative barriers 26 33 52 31 34
Concerns of the employees and the trade unions 55 41 44 47 27
Lack of management resources and know-how 13 21 52 40 37
TariUs and other trade barriers 11 38 30 52 n.s.
Taxation issues 20 32 28 23 n.s.
DiXculties in identifying potential/suitable providers 11 25 24 64 n.s.
Linguistic or cultural barriers 30 35 38 47 43
Chance of patent violation or non respect of IP 12 16 n.s. 35 n.s.
Access to Vnance or other Vnancial constraints 9 36 20 20 n.s.
Political or economic instability n.s. 18 50 15 n.s.

Note 1: The table is based on non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, that oUshored at least one
activity, and whose sectors fall within sections B to N (excluding section K) of the NACE rev.2.
Note 2: n.s.: not signiVcant.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.8: Barriers indicated as important or very important by Vrms oUshoring during the period
2009-2011, as a % of number of oUshoring Vrms, by region of oUshoring

Firms oUshoring As a % of the number of Vrms
oUshoring

EU27 of which EU15 12 new MS Africa China India
At least 1 activity 4.2 55 38 22 24 18 18

Core business 2.7 44 28 19 27 26 12
At least 1 support activity, of which: 2.1 65 48 24 16 9 26

Logistics and transport 0.4 69 53 17 2 21 15
Marketing, after-sales, call centers 0.5 52 42 16 44 6 13

Computer services and telecommunications 0.7 66 49 21 6 3 24
Administration and management 0.9 80 47 34 8 3 20

Design, R&D, engineering and technical services 0.4 67 53 14 6 5 30

Note 1: for each activity, the percentages sum to more than 100% because the Vrm may have oUshored several activities to diUerent geographical areas over this period.
Note 2: the scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N (excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.9: Main host areas for oUshored activities during the period 2009-2011, as a % of the number of
oUshoring Vrms

Firms oUshoring(†) As a % of the number of employees in Vrms
oUshoring

EU27 RoW
of which: EU15 12 new MS of which: Africa China India

At least 1 activity 6.4 60 38 31 75 31 18 38
Core business 4.1 49 26 29 77 39 21 32
At least 1 support activity, of which: 3.8 71 44 36 69 25 12 45

logistics and transport 0.5 71 54 22 49 13 23 16
marketing, after-sales, call centers 1 52 27 31 84 45 11 29

computer services and telecommunications 1.9 56 32 30 64 24 8 50
administration and management 2.1 81 36 47 62 3 5 44

design, R&D, engineering and techn. serv. 0.5 68 54 14 67 12 8 35

(†) OUshoring Vrms, as a % number of employees of Vrms in the scope

Note 1: for each activity, the percentages sum to more than 100% because the Vrm may have oUshored several activities to diUerent geographical areas over this period.
Note 2: the scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N (excluding section K) of the NACE rev.2.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.10: Main host areas for oUshored activities during the period 2009-2011, as a % of the number
of employees in oUshoring Vrms

OUshoring As a % of the number of employees in Vrms
Vrms (†) oUshoring

EU27 RoW
of which: EU15 12 new MS of which: Africa China India

At least 1 activity 13.6 64 40 33 72 23 25 29
Core business 9.6 55 28 33 73 31 28 19
At least 1 support activity, of which: 6.9 77 47 39 61 5 13 38

logistics and transport 0.9 80 67 23 51 n.s. 38 n.s.
marketing, after-sales, call centres 1.1 92 39 53 69 n.s. n.s. n.s.

computer services and telecommunications 2.7 69 39 36 47 n.s. n.s. 40
administration and management 3.9 84 35 49 55 3 3 39

design, R&D, engineering and techn. serv. 1.1 60 37 24 65 14 7 36

(†) OUshoring Vrms, as a % number of employees of Vrms in the scope
Note 1: for each activity, the percentages sum to more than 100% because the Vrm may have oUshored several activities to diUerent geographical areas over this period.
Note 2: the scope is restricted to manufacturing Vrms with 50 or more employees (at end 2008) located in France.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.11: Manufacturing sector: main host areas of oUshored activities during the period 2009-2011,
as a % of the number of employees in oUshoring Vrms
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OUshoring region EU surveys (1) French survey (2)
EU15 1,590 357
New Member States 1,010 190
India 570 172
China 420 136
Other European countries † 410 97
Oceania and other Asian countries 310 115
USA and Canada 240 57

(1) Number of oUshoring Vrms in the 15 countries who carried out the survey
(2) Number of oUshoring Vrms located in France
Note: The scope is non-Vnancial Vrms with 1000 or more employees (at end 2008) located in one of the Vfteen countries who carried out the survey, whose sector falls within sections B to N (excluding section K) of the NACE
rev.2. †: European countries except EU-27 and Russia.
Source: EUROSTAT Survey, IS-GVC and INSEE Survey, Chaînes d’Activité Mondiales

Table 6.12: Number of oUshoring Vrms (100 employees or more) located in one of the Vfteen countries
who carried out the survey, by main oUshoring destination

Firms belonging For each activity, as a % of the number
to a group oUshoring % of employees in Vrms oUshoring

Within group
of which: Existing aXliate Arm’s

aXliate M & A GreenVeld of the group length
At least 1 activity 7 82 34 3 7 44 38
Core business 4.1 91 40 3 9 47 27
At least 1 support activity, of which: 4.4 72 25 2 4 43 46

logistics and transport 0.5 68 14 n.s. n.s. 44 52
marketing, after-sales, call centres 1.1 72 24 n.s. n.s. 45 47

computer services and telecommunications 2.1 63 18 n.s. n.s. 46 44
administration and management 2.4 73 20 n.s. 3 50 44

design, R&D, engineering and techn. serv. 0.6 94 43 5 n.s. 53 15

Note 1: for each activity, the percentages sum to more than 100% because the Vrm may have oUshored several activities to diUerent geographical areas over this period.
Note 2: the scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N (excluding section K) of the NACE rev.2.
Note 3: n.s.: not signiVcant.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.13: Organizational mode for newly oUshored activities between 2009 and 2011, by Vrms belong-
ing to a group (in terms of numbers of employees in Vrms)

International sourcing to
EU15 12 new MS Africa China India

Reduction of labour costs 37 82 98 68 82
Reduction of costs other than labour costs 62 69 50 54 49
Access to new markets 17 31 29 54 46
Lack of qualiVed labour n.s. 17 36 n.s. 10
Improved quality or introduction of new products 8 15 n.s. n.s. n.s.
Focus on core business 26 25 18 19 35
Access to specialized knowledge/technologies 22 21 n.s. n.s. 12
Reduced delivery times 19 22 15 24 n.s.
Less regulation aUecting the enterprise 16 15 13 n.s. n.s.
Risk exchange exposure reduction 8 n.s. n.s. 34 n.s.
Relocation of an ordering party abroad 8 17 17 n.s. 14
Strategic decisions taken by the group head 69 32 42 59 44

Note 1: the scope is non-Vnancial Vrms with 50 or more employees (at end 2008) located in France, whose sector falls within sections B to N
(excluding section K) of the NACE rev.2.
Note 2: n.s.: not signiVcant.
Source: INSEE Survey, Chaînes d’Activité Mondiales.

Table 6.14: Motivations indicated as important or very important by oUshoring Vrms that oUshored to
only one region between 2009 and 2011 (for each region, as a % of Vrms having oUshored only in this
region)
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7.1 Introduction

In the past three decades, the US economy and a number of other developed and de-

veloping countries have experienced a dramatic rise in wage inequality. This fact has

stimulated a vast theoretical and empirical literature pointing at skilled biased tech-

nical change (SBTC) and globalization as the basic forces behind the observed trends.

Building on this literature, in this paper we illustrate a newmechanism whereby inter-

national trade may raise the relative demand for skills, provided that it is accompanied

by global imbalances of the type recently experienced by the world economy.

To motivate our analysis, Figure 7.1 plots the US manufacturing trade balance as

a share of GDP (dashed line) and the wage-bill share of non-production workers in

manufacturing (solid line) between 1977 and 2005. The latter is a standard proxy for

the relative demand for skills. The two variables are strongly negatively correlated,

perhaps suggesting that the massive trade deVcit accumulated by the US economy

207
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over the past 30 years may have led to skill upgrading in the manufacturing sector.1

Insert Figure 7.1 here.

In Section 7.2, building on Feenstra and Hanson (1996, henceforth FH) and Crinò

and Epifani (forthcoming, henceforth CE) we formulate a simple general equilibrium

theory that can naturally explain a positive association between manufacturing trade

deVcits and skill upgrading in a skill-rich country such as the US. In particular, we

use a Heckscher-Ohlin model with a continuum of goods, as in Dornbusch, Fischer

and Samuelson (1980, henceforth DFS80), in which we allow for trade imbalances,

modeled as transfers as in Dornbusch, Fischer and Samuelson (1977) and more re-

cently in Dekle, Eaton and Kortum (2007, 2008). In our model, the skill-rich North

and the South produce a Vnal nontraded good by assembling physical capital and a

range of traded intermediate inputs. The latter are produced using physical capital

and diUerent combinations of high-skill and low-skill workers. The model implies

that a Southern (Northern) trade surplus (deVcit) leads to skill upgrading and a rise

of the skill premium in both countries. The intuition behind this result is the same

as for why North-South capital Wows are skill biased in FH: a Southern trade surplus

leads the South to expand (at the expense of a deindustrializing North) into a range

of traded activities which are more skill intensive than the Southern average but less

skill intensive than the Northern average, thereby inducing skill upgrading in both

regions.

The mechanics behind our result are the following. A Southern transfer to the

North reduces Vnal expenditure in the South and raises it in the North. Given that

physical capital is used to produce (also) the Vnal (nontraded) good, and its rental

price is therefore increasing in the domestic expenditure for the Vnal good, it follows

that a Southern trade surplus reduces the rental price of capital in the South relative

to the North. Notice that these mechanics are essentially the same as in FH, where

outsourcing reduces the Southern rental rate and increases Southern competitiveness

1 Following a terminology widely used in the empirical trade literature, in this paper we refer to skill upgrading as a within-
industry increase in the relative demand for skills.
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relative to the North.

The empirical (and policy) implications of our analysis are however diUerent. In

Section 7.3, we therefore test our theory and compare it to competing explanations

proposed in the empirical trade literature. Following most of this literature, we focus

on the US economy, for which higher-quality and more detailed industry-level data are

available. Using aggregate data for the overall manufacturing sector, drawn from the

NBER Productivity Database, we start by showing that, consistent with our model and

the evidence reported in Figure 7.1, our data feature a positive correlation between

skill upgrading and the trade deVcit, which holds strong even after controlling for

standard proxies for oUshoring, trade openness and technical change.

Next, following the methodology proposed by Feenstra and Hanson (1996, 1999),

we use a panel of 380 (6-digit NAICS) US manufacturing industries observed between

1977 and 2005 to test whether sectorial trade deVcits are associated with a system-

atic within-industry increase in the relative demand for skills. Consistent with the

aggregate results, but now taking full advantage of the high level of industry detail in

our data, we Vnd a strong impact of sectorial trade deVcits on skill upgrading within

US industries. Moreover, in our data the estimated impact of trade imbalances on

within-industry reallocations is larger and more robust than that of oUshoring, trade

liberalization and SBTC. Our results therefore suggest that the eUect of trade imbal-

ances may be no less relevant than that of competing explanations investigated in the

empirical literature.

Our paper is related to a vast literature that documents the recent increase in the

US skill premium and tries to pin down its main determinants (see Acemoglu and Au-

tor, 2011, for a recent survey). Within this literature, we are not the Vrst to point at the

possible role played by the US trade deVcit. Indeed, initial studies for the 1980’s found

the US trade deVcit to have a strong impact on the relative demand for skills, thereby

concluding that international trade was an important force of change. In particular,

Murphy and Welch (1992) found that an increase in the US durable goods deVcit equal

to one percent of GNP reduces wages for young and less educated workers by roughly
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3 percent while increasing the wages of older and more educated workers by 1 to 2

percent. Similarly, Borjas, Freeman and Katz (1991) argued that up to 25 percent of

the observed increase in the college premium between 1980 and 1985 is due to the

concomitant increase in the US trade deVcit. Importantly, however, lacking a theo-

retical foundation for a link between trade deVcits and the relative demand for skills,

the early literature interpreted the above Vndings through the lens of the standard

neoclassical trade model. This soon led to discredit the trade explanation in favor of

SBTC (e.g., Bound and Johnson, 1992; Berman, Bound and Griliches, 1994), in par-

ticular because the Stolper-Samuelson theorem was seemingly inconsistent with the

observation of skill upgrading in the US and rising skill premia in most trade liberal-

izing developing countries (Goldberg and Pavcnik, 2007). Our main aim is therefore

to contribute to a recent rehabilitation of the trade explanation (initiated by FH and

Bernard and Jensen, 1995, 1997) by illustrating a new mechanism, consistent with the

early evidence, whereby trade cum imbalances can increase the relative demand for

skills.2

As mentioned earlier, our paper is more closely related to Feenstra and Hanson

(1996) and Crinò and Epifani (2013). FH were the Vrst to notice that North-South

capital Wows may increase skill premia worldwide in a Heckscher-Ohlin model with

a continuum of goods. CE were instead the Vrst to notice that the same logic ap-

plies to North-South trade imbalances. SpeciVcally, CE use a model similar the model

in this paper (with a continuum of Vnal instead of intermediate traded goods, as in

Chun Zhu and TreWer, 2005, and without physical capital) to show that a Southern

(Northern) trade surplus leads both countries to reallocate resources towards more

(less) skill-intensive industries. This prediction is tested using a panel of more than

100 countries observed over three decades. Consistently, CE Vnd strong evidence that

2Using Vrm-level data, Bernard and Jensen (1995, 1997) have documented the relevance of trade-induced between-Vrm re-
allocations. This has led to a rethinking of the early evidence in support of SBTC (based on highly aggregated industry-level
data), according to which trade-induced reallocations were small. Moreover, Bernard and Jensen’s Vndings have led to the new
heterogeneous-Vrm paradigm, which provides new mechanisms whereby trade liberalization, even between identical countries,
can increase the relative demand for skills (e.g., Yeaple, 2005; Verhoogen, 2008; Helpman, Itskhoki and Redding, 2010; Bustos,
2011). See also, inter alia, Epifani and Gancia (2006, 2008) for an analysis of the distributional implications of intra-industry trade,
and Crinò (2009, 2010), Fontagné and d’Isanto (2013), Ebenstein, Harrison and McMillan (2013) and Ebenstein et al. (2013) for
evidence on the distributional eUects of oUshoring. In particular, the latter two papers Vnd trade to have a stronger impact on US
wages than oUshoring.
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a trade surplus leads to between-industry reallocations towards more or less skill-

intensive industries depending on whether the country is skill poor or skill rich rel-

ative to the world economy. Importantly, CE also Vnd no evidence of a signiVcant

impact of FDI and trade in intermediate goods on between-industry reallocations af-

ter controlling for trade imbalances. Their analysis is however silent on the impact of

international trade on within-industry reallocations, which instead are the main fo-

cus of the empirical trade literature studying the determinants of the recent increase

in the relative demand for skills. In this paper we therefore complement our previ-

ous work by studying, theoretically and empirically, how trade imbalances may aUect

within-industry reallocations.

7.2 Theory

Overview In order to make our point that trade imbalances may lead to skill upgrad-

ing, in this section we illustrate a simple Heckscher-Ohlin setup à la DFS80 and FH

featuring factor price diUerences (FPD) in the free-trade equilibrium. The model con-

sists of two countries (a skill-poor South and the North, indexed by c = s, n) and three

primary factors (high-skill laborH , low-skill labor L, and physical capitalK). A non-

traded Vnal output Y is produced using a continuum of traded intermediate inputs

(indexed by z ∈ [0, 1]) and physical capital. Intermediate inputs are instead produced

using diUerent combinations of the three primary factors. Finally, we allow for trade

imbalances, modeled as a transfer T from the South to the North.

Technology All goods are produced under perfect competition and constant returns

to scale. SpeciVcally, Vnal output Yc is produced by assembling physical capital Kc

and a continuum of traded intermediate inputs with the following Cobb-Douglas pro-

duction function (expressed in logs):

lnYc = θ

∫ 1

0

ln dc(z)dz + (1− θ) lnKY,c, (7.1)
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where dc(z) and KY,c are the units the of intermediate input z and physical capital

used to produce Vnal output, and (1− θ) is the output elasticity of capital.

Intermediate input z is produced with the following Cobb-Douglas production

function:

qc(z) =

(
Hc(z)

θz

)θz (
Lc(z)

θ (1− z)

)θ(1−z)(
Kc(z)

1− θ

)1−θ

, (7.2)

where qc(z) is the output, and Hc(z), Lc(z) and Kc(z) are, respectively, the units of

high-skill labor, low-skill labor and physical capital used to produce input z.

The unit cost function associated with (7.2) is

Cc(z) = wθzH,cw
θ(1−z)
L,c r1−θ

c = (wL,cs
z
c)
θ r1−θ

c ,

where wH,c is the wage rate of high-skill workers, wL,c is the wage of low-skill work-

ers, rc is the rental price of capital, and sc = wH,c/wL,c is the skill premium. The unit

cost of input z in the South relative to the North is thus

C(z) =
Cs(z)

Cn(z)
= wθsθzr1−θ, (7.3)

where w = wL,s/wL,n is the wage of Southern low-skill workers relative to Northern

workers, s = ss/sn is the Southern relative skill premium, and r = rs/rn is the

Southern relative rental price of capital. We assume that s > 1 in the free-trade

equilibrium, which implies that C(z) is upward sloping for given factor prices (see

Figure 7.2).

Trade Pattern The trade pattern is pinned down by the borderline input zs, deVned

by the condition

C(zs) = wθsθzsr1−θ = 1. (7.4)
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It follows that country c produces and exports all intermediate inputs z ∈ Ic(zs),

where

Ic(zs) =

 [0, zs), c = s

(zs, 1], c = n
.

Insert Figure 1.2 here.

Factor Market Clearing Consider labor markets Vrst. Equation (7.2) and perfect com-

petition imply industry z’s cost (and revenue) shares of factors H , L and K to equal

θz, θ (1− z) and (1− θ), respectively. Moreover, equation (7.1) and goods market

equilibrium imply industry z’s revenue to equal a constant share θ of world expendi-

ture Ew = Es + En. Thus, market clearing conditions for factors Hc and Lc can be

written in value terms as

wH,cHc = θ2Ew

∫
z∈Ic(zs)

zdz = θ2Ewzcωc, (7.5)

wL,cLc = θ2Ew

∫
z∈Ic(zs)

(1− z)dz = θ2Ewzc (1− ωc) , (7.6)

where

zc =

 zs, c = s

1− zs, c = n
,

and

ωc =
1

zc

∫
z∈Ic(zs)

zdz =


1
2
zs, c = s

1
2

(1 + zs) , c = n

(7.7)

is the average wage-bill share of high-skill workers in the traded sector. Equation

(7.7) highlights a key property of the model. SpeciVcally, although Cobb-Douglas

production functions in (7.2) imply that in each traded industry the wage-bill share of

high-skill workers is constant and equal to θz/(θz+θ (1− z)) = z, the average wage-

bill share of high-skill workers in the traded sector, ωc, is endogenous as it depends

on zs. It follows that in this model, consistent with the seminal insight by FH, skill
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upgrading (a rise in ωc) does not require an exogenous technical change that increases

z, as it can also be induced by a change in the trade equilibrium that leads to a rise in

zs.

Consider now the capital market. Perfect competition and (7.1) imply that in the

Vnal good sector capital expenditure equals a share (1− θ) of domestic expenditure

Ec. Moreover, capital is used to produce intermediate inputs and, by (7.2), its cost

equals a share (1− θ) of world expenditure on country c’s inputs. The latter is equal

to θEwzc by (7.5) and (7.6). Hence we can write:

rcKc = (1− θ) (Ec + θEwzc) . (7.8)

Finally, total income is given by

Yc = wL,cLc + wH,cHc + rcKc = wL,cLc (1 + schc) + (1− θ) (Ec + θEwzc) . (7.9)

Trade Imbalances We crucially assume that the South makes a transfer T to the North.

A positive transfer (T > 0) is therefore equivalent to a trade surplus in the South,

whereas a negative transfer (T < 0) corresponds to a trade surplus in the North. Trade

imbalances also imply that expenditure does not equal income. In particular, we have

that Es = Ys− T and En = Yn + T . Recalling that a share θ of total expenditure is on

traded inputs, the trade (im)balance condition can be written as:

T = EXPs−IMPs = θ

∫ zs

0

Endz−θ
∫ 1

zs

Esdz = zsθ (Yn + T )−(1− zs) θ (Ys − T ) ,

where EXPs (IMPs) denotes Southern exports (imports). Thus, rearranging,

Ys =
zs

1− zs
Yn −

1− θ
θ

T

1− zs
. (7.10)

General Equilibrium To characterize the general equilibrium properties of the model,

we must express countries’ incomes and relative factor prices as functions of zs and

model’s parameters. To this purpose, note Vrst that, taking the ratio of (7.5) to (7.6)



215

and solving for the skill premium using (7.7) yields:

sc =
1

hc

ωc
1− ωc

=


1
hs

zs
2−zs , c = s

1
hn

1+zs
1−zs , c = n

. (7.11)

Thus,

s =
ss
sn

=
zs (1− zs)

h (2− zs) (1 + zs)
, (7.12)

where h = hs/hn is the Southern relative skill ratio.

Next, using (7.6) and (7.7) yields an expression for the relative wage of Southern

low-skill workers:

w =
wL,s
wL,n

=
zs (1− ωs)

L (1− zs) (1− ωn)
=
zs (2− zs)
L (1− zs)2 , (7.13)

where L = Ls/Ln is the Southern relative endowment of low-skill workers.

Moreover, using (7.8) and recalling that Es = Ys − T , En = Yn + T and Ew =

Ys + Yn, we can express the relative rental rate as a function of the two countries’

incomes:

r =
rs
rn

=
1

K

Es + θEwzs
En + θEw (1− zs)

=
1

K

(1 + θzs)Ys + θzsYn − T
[1 + θ (1− zs)]Yn + θ (1− zs)Ys + T

, (7.14)

where K = Ks/Kn is the Southern relative capital stock.

To Vnd the equilibrium value of Ys and Yn note Vrst that, using (7.11) in (7.9), and

setting wL,n = 1 by choice of numeraire, we obtain:

Yn =

2Ln
(1−zs)θ + [(1− θ) /θ]T + (1− θ) (1− zs)Ys

1− (1− θ) (1− zs)
. (7.15)

Solving (7.10) and (7.15) for Ys and Yn Vnally yields:

Yn =
2Ln

(1− zs) θ2
+

1− θ
θ

T, Ys =
2Lnzs

(1− zs)2 θ2
− 1− θ

θ
T. (7.16)
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Thus, using (7.16) in (7.14), gives:

r =
1

K

zs − (1−zs)2θ
2(1+θ)

T
Ln

1− zs + (1−zs)2θ
2(1+θ)

T
Ln

. (7.17)

Note that r is increasing in zs. More importantly, r is decreasing in T and K for

given zs, thus implying that transfers and capital Wows play a similar role in reducing

Southern relative rental rate.

Finally, using (7.12), (7.13), and (7.17) in (7.4) to eliminate s, w and r from C(zs),

and simplifying, yields:

C(zs) =
F (zs)

θ

ALθK1−θhθzs

 zs − (1−zs)2θ
2(1+θ)

T
Ln

1− zs + (1−zs)2θ
2(1+θ)

T
Ln

1−θ

, (7.18)

where

F (zs) =
z1+zs
s (2− zs)1−zs

(1− zs)2−zs (1 + zs)
zs

is a monotonically increasing function. Note that h−θzs and r are also increasing in

zs (recall that h < 1 and that the expression in brackets in 7.18 equals rK); it follows

that C(zs) is monotonically increasing in zs, and thus the equilibrium is unique.

Trade Imbalances, OUshoring and Skill Upgrading Equation (7.18) allows us to immedi-

ately show our main results. First, as in FH, a reallocation of capital from a capital-

abundant North to the South (an increase in K) shifts the curve C(zs) downwards,

inducing an increase in the equilibrium value of zs and thus leading, by (7.7) and

(7.11), to skill upgrading (a higher ωc) and a higher skill premium sc in both regions.

The reason is that North-South capital Wows reduce the Southern relative rental rate r,

thereby increasing the competitiveness of Southern industry and allowing the South

to produce and export a broader range of inputs.

Second, and more importantly, (7.18) implies that a transfer from the South to the

North (T > 0) also shifts the curve C(zs) downwards, thereby producing similar

eUects. The reason is that a transfer reduces Southern expenditure on domestic cap-
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ital, thereby reducing the rental rate. Conversely, a transfer from the North to the

South (T < 0) shifts the curve C(zs) upwards, thus reducing zs. The model there-

fore suggests a close and so far neglected relationship between trade imbalances, skill

upgrading and skill premia.

7.3 Empirical Evidence

In this section, we look for a systematic relationship between trade imbalances and

within-industry reallocations, as implied by our theory. To this purpose, we focus on

a skill-rich country, the United States, and use data for a large panel of manufacturing

industries observed over the last three decades (see Section 7.3.1). We start by show-

ing that, in the overall manufacturing sector, larger trade deVcits are associated with

skill upgrading (Section 7.3.2). Then, we implement a well-established framework in-

troduced by Feenstra and Hanson (1996, 1999), in order to fully exploit the industry

detail of our data and provide more systematic evidence on the eUects of trade imbal-

ances on the relative demand for skills within industries (Section 7.3.3).

7.3.1 Data and Variables

In the spirit of FH, in our model there is one Vnal-good sector, and all trade is in in-

termediate inputs produced with diUerent skill intensities by countries endowed with

diUerent skill ratios. A rigorous test of the model would require highly disaggregated

data on the traded activities, so as to proxy for the borderline input zs. Unfortunately,

as pointed out by Chun Zhu and TreWer (2005), at the level of detail at which trade data

are usually reported, aggregation bias prevents from observing the borderline activity

zs in practice. Importantly, however, a crucial feature of our model is that, by (7.7), the

average wage-bill share of high-skill workers in the traded intermediate activities, ωc,

only depends on the equilibrium value of the borderline input zs, and is monotonically

increasing. It follows that, even if we do not observe zs, we can proxy for it using ωc.

This allows us to test our mechanism by studying how trade imbalances aUect skill
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upgrading in a certain country.

To construct ωc for the US, we use data on employment and wages of low-skill

(production) and high-skill (non-production) workers, sourced from the NBER Produc-

tivity Database. Overall, we have information for 380 (6-digit NAICS) manufacturing

industries between 1977 and 2005. For a given industry i and year t, the wage-bill

share of high-skill workers is deVned as ωi,t =
(

wHH
wHH+wLL

)
i,t
, where H and L denote

employment of non-production and production workers, respectively, while wH and

wL indicate their wages. The same database provides us with a number of other vari-

ables used in our empirical analysis, namely real output, value added, capital stock,

non-energy input purchases, and an index of Total Factor Productivity (TFP ), which

we use as a proxy for SBTC.

Tomeasure trade imbalances, we merge these data with information on exports and

imports at the industry level. In particular, we Vrst retrieve trade data at the 4-digit

level of the SITC Rev. 2 classiVcation, from Feenstra et al. (2005) for the period 1977-

2000 and from UN Comtrade for more recent years. Then, we convert these data into

the 6-digit NAICS classiVcation, using a correspondence table produced by Feenstra,

Romalis and Schott (2002). The conversion leaves us with 380 industries spanning the

entire manufacturing sector of the US.

Using these trade data, we compute the (normalized) trade deVcit of each indus-

try as the diUerence between imports and exports divided by value added, Ti,t =(
IMP−EXP

V A

)
i,t
. In addition, we construct proxies for other factors that may lead to

skill upgrading according to complementary theories. In particular, we proxy for trade

liberalization using the openness ratio OPENi,t, deVned as imports plus exports over

industry value added. Moreover, following Feenstra and Hanson (1999), we proxy for

oUshoring usingMOSi,t, deVned as the share of imported inputs in total non-energy

input purchases.3

3As standard in the empirical literature, we measure imported inputs as imports of products classiVed in Section 5 ("Chemicals
and Related Products, NES"), Section 6 ("Manufactured Goods ClassiVed ChieWy by Material"), or Section 7 ("Machinery and
Transport Equipment") of the SITC Rev. 2 classiVcation.
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7.3.2 Results for the Aggregate Manufacturing Sector

We start by providing evidence of a strong positive association between trade deVcits

and skill upgrading using aggregate data for the overall manufacturing sector. In

column (1) of Table 7.1, we regress the average wage-bill share of non-production

workers in manufacturing on the average normalized trade deVcit, using 29 yearly

observations between 1977 and 2005. For comparability, we standardize the variables

to have mean zero and standard deviation equal to 1. Consistent with our model,

the coeXcient on Tt is positive, precisely estimated and large, implying that a 1 stan-

dard deviation increase in the manufacturing trade deVcit is associated with a rise of

roughly 0.6 standard deviations in the average wage-bill share of high-skill workers.

In columns (2)-(4) we replace Tt withMOSt, TFPt and OPENt, respectively. The

coeXcients on these variables are positive and signiVcant, suggesting that oUshoring,

SBTC and trade liberalization may also be associated with skill upgrading in manufac-

turing. In column (5), we repeat instead our baseline speciVcation after adding linear

and quadratic time trends, in order to check that the correlation between Tt and ωt is

not driven by underlying trends in the data, and to account for possible skill upgrading

due to within-industry specialization driven by comparative advantage. Reassuringly,

the coeXcient on the trade deVcit remains positive and highly signiVcant. Finally,

in column (6) we include all variables jointly. Strikingly, the coeXcient on Tt is still

positive and very precisely estimated, whereas the coeXcients on the other variables

become negative and, with the exception ofMOSt, statistically insigniVcant.

Overall these results suggest that, consistent with our theory, trade imbalances

may be a crucial determinant of skill upgrading in the US. In the next section, we

provide more systematic evidence using a well-consolidated approach that takes full

advantage of the high level of industry detail in our data.

7.3.3 Industry-Level Analysis

As pointed out by Feenstra (2004, Ch. 4), the approach used in the previous section

raises a degrees-of-freedom issue, as only one observation on ωc is available in each
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year. The empirical literature therefore suggests to expand on the degrees of freedom

by using detailed industry-level data instead of aggregate data for the traded sector,

an approach to which we now turn.

Empirical Model As in Feenstra and Hanson (1996, 1999), we use our panel of 6-digit

manufacturing industries to estimate Vxed-eUects regressions of the following form:

ωi,t = φi + φt + φs ln (wH/wL)i,t + φY lnYi,t + φK ln (K/Y )i,t + φTTi,t + εi,t, (7.19)

where φi and φt denote industry and time Vxed eUects, respectively, (wH/wL)i,t is

the skill premium, Yi,t is real output, (K/Y )i,t is the capital/output ratio, and εi,t is

a random disturbance. As is well know (see e.g. Feenstra, 2004, Ch. 4), (7.19) can

be obtained by applying Shephard’s lemma on a short-run translog cost function (a

Wexible functional form encompassing the Cobb-Douglas as a special case), where

high-skill and low-skill labor are variable inputs, capital is a Vxed production factor,

and the trade deVcit acts as a cost shifter.4

Before presenting our estimates, we note that this approach, while helping us to

address a statistical problem, requires two important qualiVcations concerning the in-

terpretation of the results. First, the general equilibrium mechanism whereby trade

imbalances (or capital mobility), by changing factor prices, aUect skill upgrading in

our model (and in models à la Feenstra and Hanson more generally) may not be iden-

tiVable at the industry level if labor is highly mobile across industries. Although this

may be a concern in the long run, it is less so in the short run, as intersectorial labor

mobility seems sluggish in the US (Artuc et al., 2010).5 It follows that sectorial im-

balances are likely to induce temporary deviations of sectorial factor prices from the

national norm that mimic on a smaller scale the aggregate long-run eUects.

Second, our model implies that a trade deVcit (surplus) induces skill upgrading in

a skill-rich (skill-poor) country. When using disaggregated data to test this predic-

4Following a large empirical literature (e.g., Berman, Bound and Griliches, 1994, and Feenstra and Hanson, 1999), we will omit
the skill premium (wH/wL)i,t from most of our speciVcations, in order to avoid introducing endogeneity. However, we will
show that controlling for (wH/wL)i,t does not aUect our main results.

5See also the discussion in Autor, Dorn and Hanson (2013) on this point.
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tion for the US, we will thus search for a positive association between industry-level

trade deVcits and skill upgrading (i.e., our prior is that φT > 0). Note, however, that

industry-level trade imbalances may also reWect comparative advantage, given that

manufacturing industries feature diUerent skill intensities. SpeciVcally, trade liber-

alization and specialization according to comparative advantage imply larger trade

deVcits in comparative disadvantage industries and larger trade surpluses in compar-

ative advantage industries, and therefore no systematic industry-level correlation be-

tween imbalances and skill upgrading. Conversely, our theory suggests a systematic

positive correlation between trade deVcits and skill upgrading in a skill-rich country

like the US.

Baseline Estimates The baseline estimates are reported in Table 7.2, where all vari-

ables are standardized to have mean zero and standard deviation equal to 1. In column

(1) we estimate (7.19) by including only Ti,t. Consistent with our model and the re-

sults for the overall manufacturing sector, the trade deVcit enters with a positive and

statistically signiVcant coeXcient at the 1% level.

In columns (2)-(4) we include instead MOSi,t, TFPi,t and OPENi,t, respectively.

As expected, the coeXcients on these variables are positive and signiVcant. The results

are broadly similar when including Ti,t jointly with one of these variables (see columns

5-7), but the coeXcient on oUshoring is now smaller and signiVcant only at the 10%

level. In column (8), we include the four variables in the same speciVcation. Except

for the coeXcient on oUshoring, which is now insigniVcantly diUerent from zero, the

coeXcients on the other variables are all signiVcant at the 1% level and roughly similar

in magnitude. Finally, in column (9) we show that the results are unchanged when

also including the skill premium (wH/wL)i,t. Interestingly, across all speciVcations,

the coeXcient on Ti,t is close in size to that on OPENi,t and TFPi,t and much larger

than that onMOSi,t.

Overall, these results suggest that trade imbalances matter a great deal for skill

upgrading, and that their impact is empirically no less relevant than that of trade
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liberalization, oUshoring or technical change. In the next sections, we submit these

results to a number of robustness checks, using the regression in column (8) as our

baseline speciVcation.

Robustness Checks We start by addressing endogeneity concerns. In this respect,

even if in our model trade imbalances are exogenous, in the real world they may either

be jointly determined with the wage-bill share of high-skill workers (simultaneity bias)

or arise as a consequence of skill upgrading (reverse causality). In particular, simul-

taneity bias may occur if Ti,t and ωi,t are jointly driven by variables that are omitted

from our baseline speciVcations. An important concern in this respect is that changes

in trade imbalances and skill upgrading may reWect underlying trends in the data, such

as ongoing specialization driven by comparative advantage in more Vnely disaggre-

gated industries. We deal with this issue in Table 7.3. In columns (1)-(7), we control

for possible heterogeneous trends based on pre-existing industry characteristics. To

this purpose, following Goldberg et al. (2010), we add full sets of interaction terms

between the time dummies and the initial value of the industry characteristics indi-

cated in columns’ headings. The results are largely unchanged, except that MOSi,t

enters with the wrong sign in one speciVcation. In column (8) we follow instead a

complementary approach by controlling for industry-speciVc linear trends. Note that

the coeXcients on TFPi,t andOPENi,t are now imprecisely estimated, implying that

both variables are dominated by a time trend. More importantly, the coeXcient on Ti,t

remains positive and statistically signiVcant at the 5% level.

Reverse causality may instead arise if some unobserved shocks induce skill upgrad-

ing within industries, and this in turn leads to the emergence of trade deVcits. To fully

control for these shocks we would need to include a whole set of industry-year dum-

mies, but this would clearly be unfeasible as these dummies would be collinear with

Ti,t. However, assuming that unobserved shocks are correlated with observed changes

in some industry characteristics, we can implement a simple empirical strategy to as-

sess how these shocks may aUect our main results. In particular, following CE, we
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can divide industries into ten bins of equal size, based on the average change during

the sample period in a number of observable characteristics. Then, we can create a

dummy for each of these bins and interact it with the year dummies. By adding the

full set of interactions to our speciVcation, we thus control for shocks aUecting in a

similar way all industries that experienced similar developments in a given charac-

teristic. Our coeXcients of interest are identiVed only from the remaining variation

within a given year across all industries that belong to the same bin. The results of

these exercises are reported in columns (1)-(7) of Table 7.4. Each column’s heading

indicates the variable we use to construct the bins for that speciVcation. Strikingly,

our main results are conVrmed across all these very demanding speciVcations. In col-

umn (8), we use instead a complementary approach by including a full set of 2–digit

industry-year dummies. Our main evidence is preserved also in this case.

US-China Imbalances A Vnal concern is that our results may be entirely driven by

the US trade deVcit with China, which accounts for more than one-third of the to-

tal manufacturing trade deVcit of the US (see e.g. Deckle, Eaton and Kortum, 2007,

2008). To account for this, in Tables 5 and 6 we repeat our main speciVcations and ro-

bustness checks after dividing the normalized trade balance of each industry into the

components accounted for by China (TCHi,t) and the rest of the world (TROWi,t).

To construct TCHi,t and TROWi,t, we rely on import and export data

disaggregated by country of origin and destination, which are sourced from Schott

(2008). These data are available for the period 1977-2005 at the 4-digit level of the SIC

classiVcation. Accordingly, we match them with the SIC-based version of the NBER

Productivity Database. After merging the two data sets we are left with information

for 333 4-digit SIC industries. As shown in column (1) of Table 7.5, the results for

the overall trade deVcit Ti,t obtained on this sample of industries are similar to those

obtained on the sample of 6-digit industries used in Tables 7.2-7.4 More importantly,

across all speciVcations, the coeXcients on TCHi,t and TROWi,t are positive, pre-

cisely estimated and similar in size. This implies that our Vndings are not driven by
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China, but hold true also for the US trade deVcit with other countries.

7.4 Conclusion

It is well known that, according to the standard trade theory, international trade can-

not directly increase the relative demand for skills within the manufacturing indus-

tries of a skill-rich country. Consequently, the vast literature documenting skill up-

grading within US manufacturing industries pointed at skill-biased technical change

as the main culprit. Yet, an early literature for the 1980s found trade deVcits to strongly

aUect the relative demand for skills and the skill premium in the US. Building on Feen-

stra and Hanson (1996) and our earlier work (Crinò and Epifani, forthcoming), we have

provided a theoretical underpinning for such a link. SpeciVcally, we have argued that,

just as oUshoring in Feenstra and Hanson’s framework, a Southern trade surplus leads

the South to acquire (and the North to dismiss) a range of activities that are more (less)

skill intensive than the Southern (Northern) average, thereby acting as a sort of skill-

biased technical change which induces skill upgrading in both regions. Using data for

a panel of US industries, we have found robust support for our theory. Moreover, we

have found that the impact of trade deVcits on the relative demand for skills seems

stronger than that of trade liberalization, oUshoring and TFP growth.
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8.1 Introduction

Between 1983 and 2008, the United States economy experienced a doubling of imports

of manufactured goods, and US multinational corporations tripled their employment

in low income countries. Over this same period, domestic American manufacturing

employment declined from 22 million to 16 million (CPS). Since the “great recession”

of 2008, US manufacturing has declined precipitously, with nearly 2 million additional

jobs lost. Today, the US employment recovery remains anemic, and millions of Amer-

icans of working age are either unemployed or out of the labor force entirely. Many

blame these trends on globalization, and in particular, on China.
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Following China’s accession to the World Trade Organization (WTO) in 2001, Chi-

nese imports to the US surged. Chinese imports currently represent over 8 percent

of total imports and nearly six hundred thousand Chinese workers were employed at

US multinational aXliates by 2008. These parallel developments led some critics of

globalization to conclude that “good” manufacturing jobs have been shipped overseas,

and America’s pre-eminence in the world economy had been usurped by China. But

defenders of globalization respond that the role of trade and oUshoring in these trends

is exaggerated. They argue that empirical support for a direct role of foreign com-

petition in explaining the decline in US manufacturing is limited, in spite of popular

opinion blaming globalization and China in particular.

One possible explanation for the lack of evidence regarding the impact of trade on

American workers is that most research has focused on analysis of workers in aUected

industries. In the standard approach, the wage eUects of import competition on wages

are identiVed by exploiting variation in the prices (or quantities) of imported goods

across diUerent manufacturing industries and examine their impact within manufac-

turing. Examples include Feenstra and Hanson (1999), Bernard, Jensen, and Schott

(2006), and Autor, Dorn, and Hanson (2013). However, these papers generally ignore

a key marker for exposure to overseas competition, which is whether a worker’s oc-

cupation can be performed more cheaply and reliably in China. Relying on analysis at

the industry level may also fail to account for structural change that occurs in response

to trade. Insofar as globalization aUects the US labor market by pushing workers out

of manufacturing and into services, a better measure of globalization’s impact is found

by focusing on occupational exposure to globalization. This is because workers can

more easily switch industries than occupations (Kambourov and Manovskii 2009a and

2009b), and so the wage declines will be felt by workers who are forced to leave man-

ufacturing or their occupation entirely.

In Ebenstein, Harrison, McMillan, and Phillips (2014), we present evidence that

an occupation-based analysis is more eUective at uncovering the impact on worker

wages of global competition. We Vnd signiVcant wage declines for American workers
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exposed to globalization, especially among workers performing tasks that are routine,

and can presumably be performed oUshore. In this paper, we extend this work, and

improve upon it in several ways. Due to data limitations, Ebenstein et al. (2014)

focused on the period between 1983 and 2002.1 In this paper, we include the eUects of

trade observed up to 2008, which allows us to include a period characterized by rapid

increases in oUshoring, especially to China following its accession to the WTO at the

end of 2001.

In this paper, we also focus greater attention on the diUerences between oUshoring

and imports. Most recent papers analyzing the impact of trade on labor outcomes (e.g.

Autor, Dorn, and Hanson 2013 or Pierce and Schott 2012) focus on trade in goods.

However, trade in tasks, or oUshoring, has the ability to aUect a much wider class of

workers. As we will demonstrate, while imports are often found in low value added

sectors (e.g. toys), oUshore employment is most common in high value added sectors,

such as motor vehicles and electronics, where companies would not want to share

their intellectual property with a foreign Vrm. These industries have historically had

higher rates of unionization, and higher US wages. This new trend is potentially much

more threatening to American workers by reducing their bargaining leverage. Insofar

as the threat to move a factory overseas to China is credible, globalization can generate

downward pressure on wages, and aUect even those workers whose jobs are not sent

overseas. If the wages prevailing in an occupation become suXciently low relative to

historical standards, many older workers may begin to exit the labor force entirely.

A second contribution of this paper is to disaggregate the impact of geographically

distinct sources of oUshore employment changes on domestic US wages. In particular,

we measure the impact of oUshore employment by US multinationals in China, Mex-

ico, India, and other low income locations. We also compare their impact on domestic

US wages with oUshore employment growth in high income locations. We concen-

trate our analysis on China, and compare the eUects of import competition from China

1The updated analysis was made possible by recently- released trade and oUshoring data, as well as IPUMS-Minnesota, which
provided concordances necessary to generate industry and occupation codes consistent over time, including the switch between
2002 and 2003 from SIC to NAICS.
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and oUshore employment in China on US worker wages.

Consistent with our earlier results, we Vnd that oUshoring to low wage countries

is associated with wage declines for US workers, and the workers most aUected are

those performing routine tasks. Our results indicate that a ten percentage point in-

crease in occupational exposure to import competition is associated with a 2.7 percent

decline in real wages for workers who perform routine tasks.2 We also Vnd substantial

wage eUects of oUshoring to low wage countries: a ten percent increase in occupation-

speciVc exposure to overseas employment in low wage countries is associated with a

0.27 percent decline in real wages for workers performing routine tasks for our entire

sample, and nearly a 1 percent decline for 2000-2008. The wages of workers without

higher education and older workers are disproportionaley aUected by oUshoring ac-

tivities, as the point estimates are larger for these groupes of workers. If instead we

measure exposure to globalization at the industry level, we Vnd no signiVcant eUects

on US worker wages.

The downward pressure from trade and oUshoring on US wages using occupa-

tional (but not industry-level) measures of globalization explains the puzzling results

reported in Autor, Dorn, and Hanson (2013). They Vnd a positive, but insigniVcant

impact of import competition on local wages, leading them to conclude that “manu-

facturing plants react to import competition by accelerating technological and orga-

nizational innovations that increase productivity and may raise wages”. Our research

suggests that occupational exposure to globalization puts signiVcant downward pres-

sure on wages because such a measure captures the movement of workers out of

manufacturing and into lower wage services.

We explicitly test the importance of this mechanism to conVrm the stark diUer-

ences between occupational versus industry measures of globalization. Using a subset

of the CPS data where we are able to follow the same worker over time, we measure

what happens to worker wages when they switch industries or occupations. Since our

2This Vnding is consistent with recent work highlighting the diUerential impact of oUshoring by worker skill type. Hummels,
JÃ̧ gensen, Munch and Xiang (2011) use matched worker and Vrm data from Denmark and Vnd that oUshoring raises skilled
worker wages but lowers unskilled worker wages, while exporting raises the wages of all types of workers.
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original exercise was motivated by the possibility that globalization has aUected US

workers by forcing them out of manufacturing,3 we directly examine the wage impact

of switching within manufacturing, switching from manufacturing, and Vnally, both

switching out of manufacturing and switching occupations. We Vnd evidence that

while the wage impacts of switches within manufacturing are mild, leaving manufac-

turing for services is associated with an appreciable loss in wages, and larger losses

still for workers who are forced to switch occupation upon leaving manufacturing.

This highlights the importance of examining the impact of globalization by looking

beyond only workers employed directly in manufacturing.

We then turn to a more in-depth analysis of competition from China, the US’s

largest trading partner and second most popular destination for oUshoring (after Mex-

ico) in 2008. We present evidence that both imports from China and oUshoring to

China are associated with lower US worker wages. Increasing occupational import

penetration from China by a 10 percentage point share of a market is associated with

a 5.6 percent point wage decline, and increasing occupational oUshore exposure to

China is associated with a further 1.6% decline in wages. The results suggest that fo-

cusing on imports alone (as in Autor, Dorn and Hanson 2013) may understate the role

of globalization in contributing to falling US wages.

Lastly, we begin to examine the role played by trade and oUshoring in explaining

US labor force participation. In the wake of the global Vnancial crisis and the slow

recovery, the US has suUered persistently high rates of unemployment relative to his-

torical averages, and generational lows in labor force participation rates. While some

of this is due to population aging, the decline in labor force participation is thought

to reWect the long-term weakness of the labor market. Many unemployed Americans

have discontinued their job searches, but the extent to which this is related to glob-

alization is unclear. We hypothesize that for workers who participated in the “glory

days” of American manufacturing, the oUered wages available in the market where

3Our results corroborate results on employment declines within manufacturing by Harrison and McMillan (2011) who use
Vrm-level data on multinational manufacturing Vrms, but stand in contrast to Desai, Foley, and Hines (2009). Desai, Foley, and
Hines do not distinguish between high wage and low wage aXliate employment and Vnd that oUshoring is unambiguously
positive for US employment.
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they could secure employment do not justify working or continuing a job search.

In our empirical analysis, we examine the relationship between trade, oUshoring,

and labor force participation. We Vnd a robust negative correlation between oUshore

exposure to China and labor force participation, within age-year-occupation cells but

interestingly, a positive relationship between labor force participation and import

competition from China. The evidence suggests that factors associated with com-

puter use and increasing capital intensity are much more signiVcantly associated with

declining employment. Consistent with Harrison and McMillan (2011), we Vnd very

small eUects of globalization on labor force participation and large eUects of computer

use and the price of investment goods. Falling investment goods prices are associ-

ated with increasing use of capital. Greater use of computers and capital equipment is

associated with lower employment, higher unemployment, and lower labor force par-

ticipation. Taken together, our results indicate that while globalization as measured by

trade and oUshoring is associated with downward pressure on US wages, globalization

is not strongly associated with the historically low rates of labor force participation.

In fact, import competition appears to be associated with higher rates of labor force

participation, higher employment, and lower unemployment.

The paper is organized as follows. Section 8.2 describes our data, documents

broad trends in trade, oUshoring, and presents the empirical speciVcation. Section

8.3 presents our main empirical Vndings regarding the impact of globalization on do-

mestic wages at the occupation versus the industry level. Section 8.4 examines the

role of imports from and oUshoring to China and other destination countries in labor

force participation in the United States. Section 8.5 concludes.

8.2 Data Description, Empirical Strategy, and Trends

8.2.1 Data Description

Our sample of US workers is taken from the Current Population Survey Merged Out-

going Rotation Groups for 1983-2008, which provides data for over 4.3 million workers
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who are assigned a consistent classiVcation for their industry and occupation during

the period.4 OUshore activity in each industry is measured by the total employment

of foreign aXliates by multinational US Vrms, separated into high and low-income

aXliate locations, as collected by the Bureau of Economic Analysis (BEA).5 Our data

on import penetration and export shares are taken from Bernard at al. (2006), which

we recalculated and updated through 2007. We control for productivity changes that

could also aUect labor demand as well as wages using the NBER’s calculations of total

factor productivity provided by Wayne Gray, also updated through 2007. The NBER

data also provides measures of the prices of investment goods, capital to labor ratios,

and the real price of shipments by industry and year.6 These are included in our main

speciVcations to control for technological change that could also aUect wage rates.

We include occupational exposure version of these variables, which are generated in a

manner similar to the globalization variables. Lastly, we match our worker data with

information on computer use rates by industry and occupation from CPS computer

supplements conducted during our sample period (1984, 1989, 1993, 1997, 2000). Us-

ing the available surveys, we interpolate computer use rates for intervening years.

Since the CPS changed the nature of the computer question following 2000, we freeze

computer use rates by occupation at the rates in 2002. Summary statistics for the in-

dividual worker sample matched to our oUshoring, trade, technology, and price data

are available in Table 8.1 for 1983 and 2007.

We use Autor et al.’s (2003) distinction between routine and non-routine tasks

to allow us to separately identify the impact of diUerent measures of globalization

across diUerent types of workers.7 To the extent that routine tasks are more easily oU-

4We would like to express our gratitude to IPUMS-CPS, which generated a consistent coding scheme of industries and occu-
pations for the period. We use occ1990 in our analysis for coding occupation. We use a tweaked version of ind1990 and create
a concordance with the BEA industry scheme for coding industry. All programs and public data are available from the authors
upon request.

5The BEA sample of multi-national Vrms accounted for 80 percent of total output in manufacturing in 1980, suggesting
that the coverage is fairly extensive. However, using these data we are unable to distinguish between imports from aXliates
(arms-length trade between Vrms) and imports from non-aXliates.

6These data were aggregated from the 4-digit to 3-digit SIC level using the employment distribution in 1979. The 3-digit SIC
level was converted to our industry classiVcation scheme using a concordance provided by David Autor that was a census-based
scheme that consistently deVned industries for our sample period. A similar method was used to match CPS workers to the trade
data.

7These data were also provided by David Autor and are used in Autor et al. (1998). Autor et al. (2003) describe routine jobs
as “tasks that can be expressed using procedural or ‘rules-based’ logic, that is, codiVed in a fully speciVed sequence of logical
programming commands (“If-Then-Do” statements) that designate unambiguously what actions the machine will perform and in
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shored or replaced with imports, we would expect globalization to have a larger impact

on workers performing these types of tasks. While Autor et al. (2003) use routine-ness

to designate which jobs can be easily performed by computers, we would argue that

routine jobs are also more readily codiVed, communicated, and consequently trans-

ferred overseas. Examples of these jobs include attaching hands to faces of watches,

sewing fasteners and decorative trimming to articles of clothing, and services tasks

that we think of as oUshorable, such as answering telephones. This is described in

greater detail in Ebenstein et al. 2014.

8.2.2 Empirical Strategy

Our empirical strategy is to regress log wages of worker i in industry j in period t

(Wijt) on lagged measures of exposure to oUshoring and international trade (Gijt−1)

using annual data from 1983 to 2008, Vrst at the industry level and subsequently at the

occupation level, which we deVne below.

We use lagged measures of exposure to oUshoring and trade for two reasons. First,

since oUshoring requires time to implement, and wage adjustment is not instanta-

neous, it is unlikely that the causal eUect of oUshoring on wages will play out within

a single calendar year. Second, within a given year, oUshoring, trade exposure, and

wages are likely to be aUected by simultaneous shocks. In our basic speciVcation in

Tables 8.2 and 8.3, we use four measures of exposure to oUshoring and international

trade: oUshoring to low-income aXliate locations, oUshoring to high-income aXli-

ate locations, export shares, and import penetration. OUshoring is measured as the

log of summed employment in sector j and year t by US multinationals in low and

high-income countries.

There are three additional challenges to identifying the causal eUect of globaliza-

tion on wages. First, the industries that are most likely to globalize may also be those

with lower wages or greater volatility. We address this concern by including industry

Vxed eUects (Ij) in our speciVcation. Second, globalization and wages may be jointly

what sequence at each contingency to achieve the desired result.”
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aUected by common time-varying shocks, such as the business cycle and exchange

rate Wuctuations. We control for these by including time Vxed eUects (dt). Third, we

control for time-varying shocks at the industry level that could be confounded with

changes in globalization by adding a number of additional controls. TFPjt−1 captures

changes in productivity by industry and year that could aUect demand for labor. We

also control for productivity changes including two (arguably) exogenous measures,

the price of investment goods and computer use rates. The price of investment goods

PINVjt−1 captures in part the role of falling computer prices and the potential impact

of labor-saving technology on labor market outcomes. We also control for industry

factor intensity (lagged capital to labor ratioKLRATIOjt−1) and computer use rates

by industry and year (COMPjt) to account for contemporaneous changes in an indus-

try’s wage rate based on the ability to substitute for labor with computers.8 Finally,

we control for individual characteristics of the labor force by including age, sex, race,

experience, education, and location (Zijt). The estimating equation at the industry

level (for manufacturing only) is given by:

Wijt = β0Zijt + β1Gjt−1 + β2TFPjt−1 + β3PINVjt−1 + β4KLRATIOjt−1

+β5COMPjt + β6dt + β7Ij + εijt. (8.1)

To examine the relationship between wages and globalization at the occupation

level, we retain the same setup as in 8.1 but expand the sample to include workers

outside of manufacturing. We also modify the G vector to create a measure of occu-

pational exposure to oUshoring or trade. Each variable in the G vector was created

from a merged dataset of BEA oUshore employment data, trade data, and CPS monthly

outgoing rotation group individual-level data, by industry and year. We calculate for

each occupation its exposure to trade using as weights the distribution of workers em-

ployed in this occupation across industries in 1983. For each occupation k and industry

j, we have: αkj83 =
Lkj83
Lk83

where Lkj83 is the total number of workers in occupation k

8Our results are similar if we control for computer use rates in the previous year.
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and industry j in 1983, and Lk83is the total number of workers across all industries in

occupation k. We then calculate occupation-speciVc import penetration in year t for

occupation k as:

J∑
j=1

αkj83IMPjt

where IMPjt is the measure of import penetration for goods in industry j in year t.

We continue to control for technological changes by industry, and set these techno-

logical changes equal to unity for workers outside of manufacturing.9

This leads to a speciVcation of the form:

Wijkt = β0Zijkt + β1Gkt−1 + β2TFPjt−1 + β3PINVjt−1 + β4KLRATIOjt−1

+β5COMPkt + β6dt + β7Ij + β8Occupationk + εijkt (8.2)

where k indexes the worker’s occupation, and workers within the same k occupation

may be in diUerent j industries.10 For workers outside of manufacturing, the control

variables for TFP , PIINV , and REALSHIP are produced at an occupation level

using the same method as with trade and oUshoring, where movement is based on the

weighted average of change across industries, where the weights are taken from the

occupation’s distribution across industries.

Our G vector and technology control variables are now an occupation-speciVc

measure for each worker, and we have added occupation Vxed eUects to absorb vari-

ation speciVc to time invariant features of occupations. Note that we also control for

variation in computer use rates by occupation and year, which is meant to account

for wage changes driven by the ability of some occupations to beneVt from computer

technology (Autor et al. 1998). We will estimate this speciVcation for routine and

9An alternative approach would be to create occupation-speciVc measures of each of our control variables. In the online
appendix, we estimate models with occupational-speciVc measures of TFP, the price of investment goods, and the capital to labor
ratio. The results are qualitatively similar to the results presented in the main text. These are presented in Table A9

10For workers outside of manufacturing, the control variables for TFP, PIINV, and REALSHIP are not available and are therefore
assumed constant in our main speciVcations.
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non-routine workers separately.11

8.2.3 Trends in OUshoring, Trade, Employment, and Wages

In this section we outline broad trends in the data for employment, wages, and the

relationship between wages and measures of globalization. In Figure 8.1, we compare

the trends in employment and wages in the manufacturing sector alongside the same

trends in the service sector between 1979 and 2012. We present these trends separately

for workers performing routine and non-routine tasks. Total manufacturing employ-

ment (using the CPS employment numbers) fell from 22 to below 16 million from

1979 to 2008, with rapid declines at the beginning of the early 1980s and in the late

1990s. Within manufacturing, the labor force has become increasingly high-skilled

with a large decline of about 8 million in the number of workers in routine occupa-

tions. While there was a modest increase of 1.5 million between 1979 and 1999 in the

number of workers performing non-routine occupations, this increase evaporated in

the ten years that followed.

In contrast, demand for both types of workers continued to grow in the ser-

vice sector, and many of the displaced routine manufacturing workers may have found

employment in the service sector. These trends have important implications for the

US wage distribution. As shown in the bottom of Figure 8.1, where we report the real

hourly wage among CPS workers, manufacturing workers enjoyed a large wage pre-

mium during the entire period among both routine and non-routine workers. Insofar

as manufacturing provided an opportunity to earn high relative wages - even for low-

skill workers - the fall in manufacturing employment might also have played a role in

increasing US income inequality during the period.12

11One important implicit assumption in our approach is that barriers to changing occupations are similar across routine and
non-routine occupations. Kambourov and Manovskii (2008) show this to be the case. They also decompose occupation switching
across routine and non-routine occupations and show that between 1968 and 1997 workers were not able to escape routine
occupations by switching into non-routine ones.

12See Autor et al. (2008) for a review of these trends. It is worth noting that while the trends in Figure 8.1 are informative, they
do not control for other factors that aUect income, such as sex, age, and experience. We redid the trends in wages by educational
attainment using wage residuals. These wage residuals were computed using Lemieux’s (2006) approach for each educational
category separately. We also added industry dummies to control for inter-industry wage diUerentials. The wage residuals show
similar trends, with falling wage premia for less educated workers and rising wage premia for more educated workers. Similar
results are observed for wage premia when workers are stratiVed by routine-ness of occupation. Results are available from the
authors upon request.
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The three panels displaying wage trends exhibit signiVcant diUerences during

the sample period. Real wages grew in the 1980s, fell or stagnated in the 1990s, and

then began to increase around 1995-1996. Over the entire period, the gap between

manufacturing and service wages narrowed, particularly from the mid-1990s onwards.

The persistently higher wage oUered in manufacturing relative to services during the

entire sample period, and present in both routine and non-routine occupations, is an

important stylized fact that we emphasize in this paper. As we will show in Section

8.3, much of the impact of globalization has operated by shifting workers from the

higher paid manufacturing sectors to the lower paid service sectors in the US labor

market.

In Figure 8.2, we turn to an examination of how oUshoring and trade may

be related to these employment and wage trends within manufacturing and in the

overall economy. As shown in Figure 8.2, foreign aXliate employment in low-income

countries by US multinationals nearly tripled from a base of less than a million work-

ers to reaching almost 3 million workers, while aXliate employment in high-income

countries remained roughly constant. The increase in developing country activity was

accompanied by a reduction in the US workforce domestically from approximately 22

to 16 million from the beginning of the sample period to 2008 when our data on trade

and oUshoring end.

In Figure 8.3, we report changes in the distribution across destination regions

for oUshoring activity. The results show signiVcant increases for Mexico, China, India

and other low income destinations. In Section 8.3 we focus on these three countries,

which have received signiVcant attention and which represent important oUshore des-

tinations for US multinationals. Means of the diUerent variables used in the analysis

are reported in Appendix Table 8.5.
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8.3 OUshoring, Trade, and the Impact on Domestic Workers

8.3.1 Wage Impacts of OUshoring and Trade at the Industry versus Occupa-

tion Level

In Table 8.1, we present our main results showing how the impact of oUshoring and

trade diUer when using industry versus occupation measures of exposure. In the Vrst

four columns, we present our estimates for equation 8.1 which deVnes exposure to

trade or oUshoring at the industry level. In the last four columns, we redo the analysis

using our occupation exposure measure, as outlined in equation 8.2. Note that the

standard errors are clustered by industry and Vve year period in columns (1) through

(4) and by occupation and Vve year period in the last four columns. Industry regres-

sions include industry Vxed eUects and occupation regressions include occupation as

well as industry Vxed eUects.

Columns (1) through (4) of Table 8.1 identify the impact on wages of workers in

industries which were more exposed to international trade or oUshoring during the

1984 through 2008 period.13 In these four columns, only workers within the manufac-

turing sector are included in the estimation. The results suggest a very limited role

for oUshoring or trade in explaining log wages. There is no statistically signiVcant re-

lationship between low-income-aXliate employment, lagged export share, or lagged

import penetration and industry-level wages; indeed, the point estimates are close

to zero. We Vnd a modest relationship between exports and wages, suggesting that

workers with intermediate routine tasks gain the most from export demand. However,

this evidence is from only a single signiVcant coeXcient, and in general, the table in-

dicates that trade has had an only mild eUect on workers within manufacturing. In

these Vrst four columns, which rely on diUerences in exposure to trade or oUshoring

across industries, the evidence indicates that trade has no substantial negative eUect

on worker wages for either routine or non-routine workers.

In columns (5) through (8) of Table 8.1, we present results from speciVcation (1b)

13Note that we exclude 1983 for consistency with our occupation results, which can only be estimated from 1984-2002, since
occupation was only coded consistently from 1983 and on, and we are using lagged measures of our independent variables.
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where we measure exposure to trade or oUshoring at the occupation level. The ef-

fects of both oUshoring and trade are larger in sign and generally signiVcant at the

Vve percent level. In the Vrst row of column (5), the coeXcient on low-income aXli-

ate employment indicates that a ten percent increase in employment oUshored within

an occupation is associated with a 0.27 percent wage reduction for U.S. workers. For

workers in the most routine occupations, we Vnd that a ten percent increase in low-

income aXliate employment abroad is associated with a 0.68 percent decline in do-

mestic wages, whereas workers in less routine occupations were largely unaUected

by oUshoring. Although the magnitude of the eUect is small, the results are consis-

tent with the following interpretation: workers in low-income locations perform the

same tasks that low-skilled workers perform in the US and are therefore substitutes

for workers in the US.

We also Vnd a positive eUect of lagged high-income aXliate employment on wages,

for all but the least routine workers. Workers in high-income locations appear to per-

form tasks that are complementary to workers in the US and so expansion of employ-

ment in high-income countries can beneVt domestic workers who engage in routine

tasks. These results, which are consistent with Harrison and McMillan (2011), are ro-

bust to a range of speciVcation choices, including whether we use prices of imported

and exported goods instead of quantities, and our chosen set of control variables, such

as controlling for the real price of shipments by sector to account for variation in

product demand.14 The results are qualitatively similar to the results presented here,

and are available from the authors.

Our results indicate that a ten percentage point increase in occupational exposure

to import competition is associated with nearly a 3 percent decline in real wages for

workers. For intermediate routine workers, a 1 percentage point increase in import

penetration translates into a 1.5 percentage point reduction in wages. While some

14The results indicate that workers with price decreases in their product market have suUered the largest wage declines, with
this pattern most pronounced in routine occupations. Similar to our core results, however, this eUect is only observed using
occupational exposure measures of import price changes. Special thanks to Lawrence Edwards for generous use of his price
series data on imports. Other speciVcations we have tested include removing measures of TFP and controlling for price changes
in the service sector using a CPI/PPI index, both of which provide results similar to those presented in Table 8.2. Likewise, the
results including the real price of shipments are similar to the results in Table 8.2.



249

occupations have experienced no increase in import competition (such as teachers),

import competition in other occupations (such as shoe manufacturing) has increased

by as much as 40 percentage points.15 For occupations with signiVcant export activity,

wages are positively linked to export growth. For these workers, a ten percentage

point increase in export share at the occupation level is associated with a 6.1 percent

increase in wages over the sample period. The gains from growing exports are largest

for routine workers and actually negative for less routine workers, which is a puzzle.

Krugman (2008) and Feenstra (2008) both hypothesize that the eUects of interna-

tional trade and oUshoring may have increased recently relative to earlier decades. In

Table 8.2, we split the sample into earlier and later time periods. In particular, we allow

the impact of globalization to vary for 1983-1990, 1991-1999, and 2000-2008. We also

explore whether the impact of globalization varied by gender, union status, education,

and age.

The results in Table 8.2 suggest that there is no signiVcant association between log

wages and employment in oUshore locations in the early years of our sample (1983-

1990, 1991-1998). However, in the later periods (2000-2008) worker wages are nega-

tively and signiVcantly associated with increased oUshore employment in low-income

aXliate locations. In the years 2000-2008, the coeXcient estimates in the third row

of Table 8.2 indicate that a 10 percent increase in low-income aXliate employment is

associated with a 0.4 percent decrease in domestic wages. These negative coeXcients

contrast with the positive coeXcients on high-income aXliate employment, a 10 per-

cent increase in high-income aXliate employment is associated with a 0.3 percent

increase in domestic wages.

Table 8.2 also reports the coeXcient on lagged imports and exports, measured at

the occupation level. The point estimates for occupation-speciVc import penetration

are statistically signiVcant for some of the speciVcations. For example, among women,

a 10 percentage point increase in import penetration is associated with a 2.28% wage

decline, signiVcant at the 10% level. The evidence also points to a positive and signiV-

15See the online appendix for further information on import exposure by occupation.
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cant association between export share and domestic wages.

In Table 8.2, we also explore heterogeneity in our results across diUerent demo-

graphic groups. Anecdotes in the popular press and elsewhere suggest that women,

union workers, less educated workers and older workers may have been dispropor-

tionately aUected by international competition. If we restrict the sample to either

women or union workers, there is no evidence that their wages were more negatively

aUected than the rest of the sample. In fact, the wages of unionized workers appear

to have been relatively unaUected by either export activity or import competition.

Women seem to have signiVcantly beneVted from export activity.

The wages of workers without higher education and older workers do appear to

have been disproportionately aUected by oUshoring activities, as the point estimates

are larger for these groups of workers. The estimates in Table 8.2 indicate that largest

negative and signiVcant eUects of oUshore employment were concentrated among

older or less educated workers. In contrast, the largest (negative) impacts of import

competition and (positive) eUects of export activity on wages are concentrated among

individuals under 35 years of age and college educated workers.

8.3.2 Mechanisms for DiUerences between Occupation and Industry Results

In this section, we identify mechanisms for the diUerences between industry-level

and occupation-level exposure to oUshoring and trade. Our evidence and previous

research suggests that switching occupations, but not sectors within manufacturing,

signiVcantly aUects worker wages. In this section, we directly link changes in occupa-

tions for the same individual with changes in globalization and explore the impact on

wages. We begin by examining the wage consequences of switching industries, sec-

tors, and occupations using a panel of CPS workers who are followed for more than

one period.

To explore the impact of switching sectors or occupations, we construct a

sample of manufacturing workers observed in CPS samples in consecutive years be-

tween 1983 and 2008. We regress the change in log wages between period t and t+1
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for a given worker on an indicator for switching industries, sectors, or occupations.

We also include a rich set of controls for the worker’s age, sex, education, race, union

status in the Vrst period, and industry in the Vrst period. If occupational exposure

to globalization puts downward pressure on wages by inducing workers to exit high

wage jobs in manufacturing, then we would expect to see this in the data. In partic-

ular, we would expect wages of manufacturing workers who retain their jobs to be

relatively unaUected by globalization, whereas those who shift sectors or occupations

to be negatively aUected. In Table 8.3, we examine the impact on a worker’s wages

of shifting across manufacturing sectors, leaving manufacturing, and leaving an oc-

cupation within manufacturing. The Vrst panel (Panel A) of Table 8.3 examines the

impact on wages for workers who switch industries but remain within manufacturing

during both periods. Consistent with the results in Table 8.1, we see that switch-

ing sectors (from textiles to steel, for example) but remaining in the same occupation

within manufacturing is not associated with signiVcant wage changes. For all types of

occupations, including the most routine occupations, switching industries has no sig-

niVcant impact on worker wages. In Panel B of Table 8.3, we examine how wages of an

individual are aUected when that worker leaves manufacturing. On average, a worker

who leaves the manufacturing sector experiences a real wage decline of three percent

from one period to the next. The documented wage decline for an individual worker

in the CPS who leaves manufacturing is consistent with Figure 8.1 showing a wage

premium for workers in manufacturing. However, unlike Figure 8.1, the regression

results in Table 8.3 control for a wide range of individual worker characteristics.

The last panel of Table 8.3 shows the highest real wage declines for workers who

leave manufacturing and switch occupations. On average, workers who leave man-

ufacturing and switch occupations experienced a real wage decline 4 percent, with

a range of 2.7 to 8.5 percent. To summarize, Table 8.3 shows that (1) remaining in

the same occupation but switching industries within manufacturing does not signif-

icantly aUect a worker’s wages (2) leaving manufacturing but remaining within the

same occupation has a negative impact on an individual’s real wage and (3) leaving
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manufacturing is particularly costly for workers who also switch occupations.

The evidence presented in Table 8.3 is consistent with the results presented earlier

in the paper but does not establish a direct link with trade or oUshoring. In Ebenstein,

Harrison, McMillan and Phillips (forthcoming), we explore direct linkages between

switching sectors or occupations and our diUerent globalization measures. We de-

compose the results in the last four columns of Table 8.2 into manufacturing only and

services only. The impact of oUshoring and trade is signiVcant using the occupational

exposure measure for both manufacturing (only) and services (only).16 What is par-

ticularly noteworthy is that the coeXcients are the most negative for services. Paul

Krugman has argued that globalization could not possibly aUect wage outcomes in the

United States because manufacturing is too small relative to the other sectors of the

economy, so the “tail can’t wag the dog”. However, our results suggest that, in fact,

the signiVcant exposure at the occupational level to trade or oUshoring does aUect ser-

vices sector wages. This is likely to operate both through the falling wages of workers

who have moved frommanufacturing to services (as documented in Figure 8.1 and Ta-

ble 8.3) as well as by putting downward pressure on the wages of workers in services

as labor supply in services shifts out to absorb workers formerly in manufacturing.

Our results are consistent with work by Kambourov and Manovskii (2008, 2009a,

2009b) who Vnd large wage declines among workers who switch occupations; this ev-

idence suggests an important role for occupation-speciVc human capital in a worker’s

wage proVle. Kambourov andManovskii (2008, 2009a, 2009b) also argue that occupation-

switching may be an important cause of the increase in US wage inequality, as younger

workers are missing out on the beneVts that accrue to occupational tenure enjoyed by

workers in previous decades. Insofar as this is partly driven by competition from over-

seas, this highlights another mechanism by which oUshoring may be responsible for

declining US wages and increasing wage inequality.

16Those results are available in the Appendix to Ebenstein et al. (2014).
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8.4 OUshoring to Low Income Countries and Labor Force Par-

ticipation

8.4.1 Descriptive Statistics

Some theories of foreign investment emphasize the horizontal nature of FDI and the

fact that it substitutes for international trade. Other theories emphasize the verti-

cal nature of FDI and focus on oUshoring as an outcome of strategic and proVt-

maximizing location decisions to increase the eXciency of global value chains. In

this section, we begin our discussion of the impact of oUshoring on US wages by sum-

marizing the patterns in trade and oUshoring in 2007, as reported in Table 8.4.

Table 8.4 reports the sectors with the greatest activity in imports, exports, and oU-

shoring. Imports and exports are measured as a share of domestic production, while

oUshore activities are measured using total foreign aXliate employment. All the data

are calculated for 2007, the latest year for which we have information on both trade

and oUshoring. Import penetration is highest in lower value added industries, and sec-

tors which are traditionally thought to be labor-intensive. This includes toys, leather

products, apparel and other textiles, and metal products.

In contrast, oUshoring occurs primarily in high value added industries, such as mo-

tor vehicles and electronics. There are many possible reasons for this. Historically, the

sectors where oUshore employment for US multinationals has been highest in Mex-

ico, China, India and other emerging markets are those where domestic tariUs were

the highest. This means that in order to access those markets, US companies need to

establish oUshore operations there instead of exporting which was more challenging

given and the size of local tariUs or other restrictions on entry. Foreign investment

promotion eUorts in many developing countries have also targeted these types of ac-

tivities, as countries like India and China have sought to grow their ownmotor vehicle,

electrical machinery, and other higher tech sectors. This evidence, while preliminary,

may indicate that oUshoring could expose a larger and diUerent class of workers to

international competition than trade alone.
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8.4.2 Occupational Exposure by Country of Destination

Tables 8.5 and 8.6 redo our basic speciVcation but replace the oUshoring measure with

location-speciVc measures of oUshore activity. Table 8.5 estimates by time period the

impact of oUshore employment in China, India, and Mexico. We replace the coef-

Vcients for oUshoring to low-income countries with separate measures for each oU-

shore destination. While in Table 8.5 the results are reported for each country in

separate regressions, we also estimate the equation including all country destinations

concurrently. While the point estimates remain the same, the signiVcance falls due to

multicollinearity. Consequently we only report the speciVcations in Table 8.5.

If we compare the coeXcient estimates in Tables 8.1, 8.2 and 8.5, there is no ev-

idence that oUshoring to China, India, or Mexico is more likely to put downward

pressure on domestic US wages than oUshoring to other low income country desti-

nations. In fact, the evidence is consistent with oUshoring to China being less costly

or not signiVcantly diUerent than oUshoring to other low income country destina-

tions. Similarly, oUshoring activities in Mexico and India, the other top destinations

for oUshoring by US multinationals as measured by the number of employees at oU-

shore aXliates, do not exert signiVcantly larger downward pressure on US wages than

oUering to other low income regions. The largest coeXcient is for Mexico, which

remained the location with the highest number of aXliate employees for US multina-

tionals throughout the sample period (see Figure 8.3).

In Table 8.6 we compare the impact of import competition from China with oU-

shoring to China by including both measures in the same regression. Other controls

(see Tables 8.1 and 8.2), are also included but not reported. The results show that the

negative impact of import competition from China did not become signiVcant until

the last decade (2000-2008), when China joined the WTO and trade volumes signiV-

cantly increased. The coeXcient estimate, -0.562, is two to three times the magnitude

of the import coeXcients reported in Tables 8.1 and 8.2. The coeXcient indicates that

a 10 percentage point increase in import competition from China is associated with

a 5.6 percentage point decline in wages of workers in occupations aUected by those
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imports.

In contrast, the impact of oUshoring to China is small in magnitude. In compar-

ison to oUshoring activities in other low income regions, the impact is also smaller,

if we compare the point estimates in Table 8.6 with those in Tables 8.1 and 8.2. The

coeXcient, -0.0158, indicates that a ten percent increase in oUshore employment in

China would be associated with a small wage decline of .16 percent. The evidence in

Table 8.6 indicates that the impact through 2008 of Chinese competition on US wages

was felt most signiVcantly via imports and not through oUshoring activities of US

companies to China. The point estimates on oUshoring activities through 2008 were

signiVcantly below those for other oUshore destinations, including Mexico and India.

8.4.3 Results for Labor Force Participation

Table 8.7 examines the determinants of labor force participation rates using the CPS

data. Labor force participation is deVned as the share of the labor force either em-

ployed or actively seeking employment. Labor force participation is calculated at the

three digit occupation by year by Vve year age group cell for ages 15 through 64. The

measure is the labor-force participation rate among workers in each of these cells

weighted by their sample weight. We then regress labor force participation on all of

the variables included in Table 8.1. We report results for all individuals as well as for

individuals between the ages of 15 and 34, as there has been a signiVcant decline in

labor force participation for this age group.

The results, reported in the Vrst two columns of Table 8.7, indicate that import

competition is positively and signiVcantly associated with labor force participation, as

measured by import shares. The most signiVcant determinant of labor force participa-

tion (apart from individual characteristics such as sex, age, and experience which are

included as controls) is the use of computers in the occupation. Occupational expo-

sure from oUshore employment in China is also signiVcantly and negatively associated

with US labor force participation, but the point estimates indicate a very small eUect.

The last four columns of Table 8.7 decompose labor force participation into its
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two components, individuals who are employed and those who are actively seeking

employment (ie the unemployed). We felt that it would be useful to decompose labor

force participation into these two components, since demand shocks are likely to have

opposite eUects on the percentage of individuals who are currently employed versus

those who are seeking employment. The results in the last four columns of Table 8.7

show that the most important determinants of employment are computer use rates

(negative) and investment goods prices (positive). These results are consistent with

a viewpoint that technological change is leading to increasing use of computers or

capital equipment to replace labor. OUshoring, on the other hand, is not an important

determinant of employment or unemployment.

The results for trade, as measured by imports and exports, are quite diUerent for la-

bor force participation than they are for wages. While neither exports nor imports are

signiVcantly associated with labor force participation, they are signiVcantly associated

with employment and unemployment rates. The evidence indicates that higher import

penetration is associated with higher rates of employment, and lower rates of unem-

ployment. These results are contrary to received wisdom. The evidence is equally

surprising for exports: higher export shares in the previous period are associated with

higher rates of unemployment, although the relationship with labor force participa-

tion in the Vrst two columns and employment rates in the middle two columns is not

statistically signiVcant at conventional levels. We explored the robustness of the trade

results in Table 8.7 by adding a number of controls, including controls for domestic

production. The results remained unaUected.

We further explore the robustness of these results using the subset of the CPS that

follows the same worker over time. In Tables 8.8 and 8.9, we are able to identify

workers who worked in the previous time period but stopped working the current

year. In particular, we would like to see whether employment for the same individual

over time is aUected by our measures of globalization. The results at the individual

level are useful because they allow us to control for individual Vxed eUects which may

not be captured in Table 8.7.
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The results in Tables 8.8 and 8.9 are consistent with the earlier results presented

in Table 8.6 on the determinants of employment. Individuals are more likely to stop

working if they are in occupations that are more exposed to oUshoring in low income

regions. Conversely, these individuals are less likely to stop working if they are in

occupations where high income aXliate employment is growing. Consistent with the

results in Table 8.7, the evidence indicates that greater import shares are associated

with a lower likelihood of leaving employment. When we split the sample into the

degree of routineness of the occupation, we see that the results on import penetration

are driven by the least routine workers. Increasing import penetration is associated

with a higher likelihood of employment for non-routine workers, implying comple-

mentarity between non-routine activities and imports. The results are similar in Table

8.9, which replaces low income oUshore employment with oUshore employment in

China.

8.5 Conclusion

This paper makes several contributions. First, it builds on the analysis in Ebenstein

et al (2014) by focusing on occupational exposure instead of industry-level exposure

to identify the wage eUects of competition from international trade and oUshoring

activities through 2008. We show that with China’s entry into the WTO in late 2001,

our results remain signiVcant and robust. We also present results that indicate the

mechanisms for diUerences in industry versus occupational exposure. We present

evidence that globalization has led to the reallocation of workers away from high wage

manufacturing jobs into other sectors and other occupations, with large declines in

wages among workers who switch, explaining the large diUerences between industry

and occupational analyses.

Our data on oUshoring from the BEA reveals diUerences in both the timing of

oUshoring, and the industries that participate in oUshoring, relative to conventional

trade in goods. OUshoring is a more recent phenomenon and has grown signiVcantly
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faster than trade in recent years, with implications for US wages and employment.

OUshoring activities allow US multinational corporations to separate the production

process for any given good into high-skill and low-skill tasks, and thereby take advan-

tage of cheaper labor overseas, even for high value added goods. This is particularly

relevant for industries such as motor vehicles, which historically had powerful unions

and were able to demand high wages for their workers.

The second contribution is that we are able to consider oUshoring by destination

country separately from imports. We Vnd that the most signiVcant low income oU-

shore destinations, measured in terms of total employment oUshore by US parents, are

not associated with larger downward pressure on US worker wages than oUshoring to

other low income regions.

Third, we examine the role of China’s entry into the global economy in much

greater depth. Since China’s accession to the WTO in 2001, scholarship has largely

focused on China’s growing role in international trade and its potential impact. In

this paper, we compare for the Vrst time the impact of both import competition from

China and oUshore activities by US multinationals in China. Analyzing wages of indi-

viduals who are actively in the labor force indicates that competition via international

trade from China is economically much more important as measured by downward

pressure on US wages than oUshoring activities in China. The point estimates indi-

cate that a one percentage point increase in import penetration from China during

the 2000 through 2008 period would have been associated with a .6 percentage point

decline in the wages of aUected US workers. In contrast, a one percent increase in

oUshore employment of US aXliates in China was associated with a .02 percentage

point decline in wages.

Finally, we explore the impact of trade and oUshoring on labor force participation.

We demonstrate that neither oUshoring nor international trade are associated with a

signiVcant reduction in labor force participation. Our results indicate that the most

important factors associated with a reduction in US labor force participation during

the sample period were computer use rates or increasing capital intensity, and that
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oUshore activities to China or elsewhere played a very small role. Trade is positively

associated with labor force participation between 1983 and 2008. Our preliminary re-

sults indicate that the “discouraged worker eUect” is unlikely to be linked to increasing

import competition, from either China or elsewhere.
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Dependent Variable: Log Wage

1983-1990 1991-1999 2000-2008
(1) (2) (3)

China -0.028 0.0008 -0.0197**
(0.017) (0.003) (0.009)

India -0.0018 0.0020 -0.0198**
(0.009) (0.004) (0.008)

Mexico 0.000 -0.0114 -0.0290***
(0.008) (0.008) (0.010)

Other Low -0.028 -0.020 -0.0486*
Income Countries (0.018) (0.013) (0.025)

* signiVcant at 10% ** signiVcant at 5%. *** signiVcant at 1%.
Source: See Table 8.5.
Note: Each cell represents the coeXcient from a separate regression. The regressions are estimated in the manner described
in Table 3, but the measure of oUshore employment in low income countries is replaced by employment in China, India,
Mexico, and Other Low Income Countries (not China, India, Mexica) in each row respectively, and estimated for the period
listed in the column heading.

Table 8.5: Occupational Exposure to OUshoring by Destination
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Dependent Variable: Log Wage

(1) (2) (3)
Panel A: 1983-1990

Lagged import -1.61 -1.26
penetration from China (1.93) (1.66)

Lagged log of Chinese -0.0342*** -0.0194***
aXliate employment (0.013) (0.007)

Panel B: 1991-1999
Lagged import -0.318 -0.386
penetration from China (0.388) (0.417)

Lagged log of Chinese 0.002 0.003
aXliate employment (0.002) (0.003)

Panel C: 2000-2008
Lagged import -0.665*** -0.562**
penetration from China (0.226) (0.228)

Lagged log of Chinese -0.0194*** -0.0158**
aXliate employment (0.007) (0.007)

* signiVcant at 10% ** signiVcant at 5%. *** signiVcant at 1%.
Source: See Table 8.5 .
Note: The columns report the results of regressing wages on occupational exposure to (1) import penetration from China,
(2) oUshoring to China, or (3) including both imports and oUshoring simultaneously. The regressions are speciVed in the
manner described in Table 2, except without including low-income oUshoring or imports.

Table 8.6: Comparing the Wage Impact of Imports from China versus OUshoring to China
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Insert Figure 8.1 here (cf excel Vle)
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Dependent Variable: Stopped Working (1=yes)

OUshoring and Trade Measured by
Occupation-SpeciVc Exposure, All Sectors

Variable All Occupations Most Routine Intermediate Routine Least Routine

Lagged log of low income 0.00643* 0.0151*** -0.003 0.0100**
aXliate employment (0.004) (0.004) (0.005) (0.005)

Lagged log of high income -0.00566* -0.0123*** -0.011 -0.00890**
aXliate employment (0.003) (0.004) (0.007) (0.003)

Lagged export share -0.137** -0.255*** 0.103 1.164***
(0.063) (0.084) (0.100) (0.366)

Lagged import penetration -0.011 0.034 -0.120* -0.775***
(0.033) (0.037) (0.070) (0.226)

Number of observations 1,377,706 472,215 565,291 340,200
R-squared 0.03 0.03 0.04 0.02

* signiVcant at 10% ** signiVcant at 5%. *** signiVcant at 1%.
Source: See Table 8.5.
Note: Robust standard errors are reported in parentheses below the coeXcient estimates. The workers are taken from CPS
samples from 1983-2008, with their lagged values of the independent variables taken from 1982-2007. The sample is
composed of individuals working in the Vrst period and the dependent variable is whether they were working in the second
period. The standard errors are clustered by occupation and 5 year period. We also control for the occupation-speciVc
lagged log price of investment, lagged total factor productivity, lagged real price of shipments, and lagged capital to labor
ratio. Individual-speciVc controls include a worker’s gender, age, race, experience, whether in a union, and Vxed eUects for
industry (3-digit), occupation (2-digit), year, education and state. Controls for computer use rates are imputed by the
worker’s occupation using the CPS computer supplement and are included in all speciVcations.

Table 8.8: OLS Estimates of Employment Determinants using and Occupational Exposure to OUshoring
and Trade among Individuals Observed 2 Periods, 1983-2008
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Dependent Variable: Stopped Working (1=yes)
OUshoring and Trade Measured by

Occupation-SpeciVc Exposure, All Sectors

All Most Intermediate Least
Variable Occupations Routine Routine Routine

Lagged log of Chinese 0.00217*** 0.00296*** 0.002 0.001
aXliate employment (0.001) (0.001) (0.001) (0.002)

Lagged log of high income -0.001 0.000 -0.0133** -0.001
aXliate employment (0.001) (0.001) (0.005) (0.002)
Lagged export share -0.161*** -0.295*** 0.138 1.266***

(0.061) (0.086) (0.094) (0.384)

Lagged import penetration -0.016 0.042 -0.180*** -0.799***
(0.032) (0.039) (0.069) (0.234)

Number of observations 1,377,706 472,215 565,291 340,200
R-squared 0.03 0.03 0.04 0.02

* signiVcant at 10% ** signiVcant at 5%. *** signiVcant at 1%.

Source: See Table 8.5.
Note: Robust standard errors are reported in parentheses below the coeXcient estimates. The workers are taken from CPS
samples from 1983-2008, with their lagged values of the independent variables taken from 1982-2007. The sample is
composed of individuals working in the Vrst period and the dependent variable is whether they were working in the second
period. The standard errors are clustered by occupation and 5 year period. We also control for the occupation-speciVc
lagged log price of investment, lagged total factor productivity, lagged real price of shipments, and lagged capital to labor
ratio. Individual-speciVc controls include a worker’s gender, age, race, experience, whether in a union, and Vxed eUects for
industry (3-digit), occupation (2-digit), year, education and state. Controls for computer use rates are imputed by the
worker’s occupation using the CPS computer supplement and are included in all speciVcations.

Table 8.9: OLS Estimates of Employment Determinants using and Occupational Exposure to OUshoring
to China and Trade among Individuals Observed 2 Periods, 1983-2008
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Insert Figure 8.2 here (cf excel Vle)
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Insert Figure 8.3 here (cf excel Vle)
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Chapter 9

OUshoring, Wages, and

Employment: Evidence from data

matching imports, Vrms, and

workers

Francis Kramarz

CREST (ENSAE)

9.1 Introduction

The media have expressed the popular feeling that global competition from low-wage

countries has induced a race to the bottom: low-skilled manufacturing jobs should

be compensated less or else disappear from OECD countries. The issue is well sum-

marized by Richard Freeman: “Put crudely, to what extent has, or will, the pay of

low-skilled Americans or French or Germans be set in Beijing, Delhi or Djakkarta

rather than in New-York, Paris or Frankfurt ?” (Freeman, 1995, page 16).

Imports from developing countries into the United States or Western Europe were

277
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not huge at the end of the 80s. However, the Single Market Program (SMP, hereafter),

an attempt to implement the European Community (EC, hereafter)’s internal market,

was conceived in 1985, launched in 1988, with the hope of being achieved around

1992. It entailed decreased tariUs and barriers within the EC. Hence, imports from

the EC increased at a very rapid pace in France during the second half of the 80s.1

In this context, the mere existence of new sourcing options was a signal that foreign

outsourcing was a potential threat, in particular for industries or Vrms in which high

wages were due to the presence of strong unions and the absence of product market

competition. At the same time, and for the same reasons, because European Vrms

could export to France more easily, French Vrms faced increased market pressures,

not from Beijing but from other European countries.

Similarly, in the United States, union plants or Vrms started to lose employment

in the 80s. Many such plants were located in the North and new plants started to

open in the non-union South. Foreign-owned car plants opened in particular around

Interstate 85 starting in the second half of the 80s.2 This move to the South also took

place in other industries (see the example of RCA in its various guises described in

Cowie, 1999). Of course, for the United States, imports is not the right word and the

evidence that unions caused job losses and the associated outsourcing, be it local or

foreign, is missing. But, France is a small country when compared with the United

States and what is local outsourcing in the United States should be foreign in France

(to the East though, rather than to the South at least during the analysis period).

Hence, the two questions that I examine in this paper derive from the previous one:

in a context of increased competitive pressures and expanded opportunities due to the

SMP, was foreign outsourcing, in particular the foreign outsourcing of Vnal goods

1French National accounts show that imports increased at a very fast rate over the years 1986 to 1992: above 6% per year in
the Vrst Vve years with a decrease to 3% in 1991 and 2% in the Vnal year. In fact, whereas import growth was at best mild between
1981 and 1985, our sample period appears to be the beginning of a period of rapid growth of French imports, that continued most
of the ensuing years. http://www.insee.fr/fr/indicateur/cnat_annu/Series/t_1501p_25_4.xls (accessed April 5, 2005). In addition,
Biscourp and Kramarz (2007) show that imports from low-wage countries were – and remained – a minor, albeit increasing, com-
ponent of imports of goods over the analysis period. However, when measuring imports of manufacturing goods as a fraction
of GDP, the ratio was 14% in 1986 (as well as in the preceding years, 1981 to 1985). It increased to 17% in 1989-1990 and
16% in 1992. (http://www.insee.fr/fr/indicateur/cnat_annu/base_95/principaux_resultats/commerce_ext.htm/t_1501bis_95.xls
and t_1105_95.xls (accessed February 26, 2008).

2see for instance http://www.csmonitor.com/2008/1205/p01s04-usec.html or http://www.usatoday.com/money/economy/2008-
07-08-1004622626_x.htm among many other press reports.
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(oUshoring, hereafter) a possible response to the high wages and strong unions, in

particular in those years that followed the election of the French socialist govern-

ment? And, indeed, what was the impact of increased outsourcing on wages and

employment?3

Even though macro-economists have examined these questions both theoretically

and empirically, at the country or the industry level, there is virtually no micro-

econometric analysis, no empirical examination of the precise mechanisms at work

using micro data sources. I will look at the eUects that can be identiVed in the French

context using diUerences across and within Vrms rather than across industries. More

precisely, because I have access to administrative data on the nature (Vnal good versus

intermediates) as well as on the amount of imports and exports measured at the level

of each French Vrm, I observe all Vrms that outsource intermediates or Vnal goods

and I can compute the Vrm’s competitors importing behavior. Because I have access

to administrative data on balance-sheets and employment, I can compute the Vrms’

value-added or employment. Because, I have access to a survey on unions behavior, I

can compute the strength of unions in most Vrms. Finally, because I use administrative

longitudinal matched employer-employee data on wages, I can measure the changes

in individual, not aggregate, wages.

A clear answer to Richard Freeman’s question (albeit, slightly transformed) as well

as mine would contribute to at least two strands of the literature. First, it would in-

form the wage inequality debate.4 Second, because product market competition is a

potential underlying mechanism causing some of the changes aUecting the labor mar-

ket, an answer would also contribute to the literature that examines the relationship

between wages, bargaining institutions, and proVts.5

To understand the identiVcation strategy that I pursue, the following thought ex-
3In this text, I will equate outsourcing with outsourcing from foreign origin
4On one side, Lawrence (1994), Lawrence and Slaughter (1993), Krugman (1995) have argued that recent changes cannot be

accounted for by increased trade with low-wage countries. On the other, Wood (1995) has accused trade of being responsible for
the deteriorated position of unskilled workers while Leamer (1994) and (1996), and Freeman (1995) appear to stand in the middle.
Unfortunately, evidence is not compelling and mostly relies on import penetration measured at the aggregate or at the sectoral
level (see for instance Revenga, 1992, see however Bernard and Jensen, 1997 or the book edited by Robert Feenstra, 2000).

5Abowd and Lemieux (1993) examine the relation between product market competition and wages in a bargaining framework
whereas BlanchWower, Oswald and Sanfey (1996) look at the more general relation between proVts and wages. Goldberg and
Tracy (2001) as well as Bertrand (2004) focus on recent changes induced by increased import competition and movements in
exchange rates. Unfortunately, these last authors used industry-level measures of imports because of the lack of Vrm-level data.
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periment is helpful. French manufacturing was relatively protected from international

competition at the beginning of the eighties. In addition, a relatively large fraction of

Vrms (as compared to other similar western european countries) was State-owned, in

particular after the election of president François Mitterrand. This lack of competition

induced the creation of rents (a result documented in Abowd, Kramarz, Lengermann,

and Roux, 2007). Because of these rents as well as because of the bargaining institu-

tions, many French Vrms bargained with their workers, but not all. These bargaining

regimes varied from Vrm to Vrm. Some unions were in better position to seize the

potential rents. However, all Vrms were hit by exogenous foreign competition shocks.

In particular, all French Vrms were hit by the SMP at the end of the eighties, there-

fore faced increased foreign competition and increased opportunities for outsourcing.

Biscourp and Kramarz (2007), based on the same data on trade (imports as well as ex-

ports) and on Vrms and the same period that I use in the present article, have shown

that imports growth (of Vnal goods) was strongly associated with employment

losses. They show an association but no causal relationship. But, the increased com-

petitors’ imports or increased Vrm’s sourcing strategies had the potential to aUect the

bargaining process because they were likely to change the Vrm’s ability to pay the

workers – the size of the quasi-rent – as well as the Vrm’s and the workers’ threat

points. What happened to wages and employment in these diUerent Vrms and un-

der these diUerent bargaining regimes? How did unions react? If I show that, both

theoretically and empirically, strong unions caused oUshoring which in turn caused

employment and wage losses, I have a causal mechanism for Biscourp and Kramarz’s

result.

With these thought experiments in the back of our mind, I now present the struc-

ture of my paper.

The Road Map:

• – To capture the inWuence of outsourcing threats on bargaining, I start by

presenting a simple model, particularly well-suited to the French insti-

tutional setup studied here, which will help me capture the mechanisms
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by which a Vrm’s outsourcing of Vnal goods can directly aUect wages

and employment. In particular, the model shows that, with imperfect

competition in the product market, Vrms facing strong unions are likely

to use oUshoring more intensively than Vrms facing weaker unions be-

cause increased oUshoring reduces the size of the rent that the union

and the Vrm bargain over. Indeed, oUshoring acts as a threat point in the

bargaining process and disciplines workers. Furthermore, in this con-

text, employment decreases when oUshoring increases. But, wages do

not necessarily decrease in the same situation.

– My empirical analysis starts by showing how foreign outsourcing and,

more generally, trade competition are related to the size of the rents at

the end of the eighties in French manufacturing. In particular, using a

size-of-the-Vrm discontinuity present within French institutions, I show

that bargaining institutions are likely to cause the structure of this rela-

tion.

– Because bargaining institutions matter and, in particular, unions’ strength,

I identify which Vrms face strong unions, i.e. unions with a strong bar-

gaining power, and which Vrms face weaker unions. To do this, I es-

timate a structural wage equation that directly identiVes unions’ bar-

gaining power. I explain how matched employer-employee data sources

allow me to directly measure the various components of this structural

equation. My estimates then demonstrate that there are essentially two

types of Vrms, depending on their bargaining regime: Vrms facing strong

unions in which workers capture half of the rents and Vrms facing weaker

unions where workers are paid their opportunity wage.

– Workers are negatively aUected by import competition.

– Finally, I show that the former group of Vrms indeed increased outsourc-

ing and, simultaneously, reduced employment over the 1986-1992 period,

as predicted by the model when the latter did exactly the opposite.
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The article is organized as follows. Section 9.2 presents the theoretical model that

I estimate in the following sections. In Section 9.3 , I present the data that are used

in the empirical analysis as well as the elements necessary for the empirical imple-

mentation of my model. In Section 9.4 , estimation results are presented and potential

interpretations are discussed. A brief conclusion ends the paper. Three Appendices

end the paper. Appendix A derives elements for the theoretical model of Section 9.2 .

Appendix B describes the data sources in detail. Appendix C presents the estimation

strategy for the structural wage equation in detail.

9.2 Wages, Employment, and Outsourcing: A Simple Bargain-

ing Framework

Product market competition and wage bargaining are intimately related through the

Vnancial situation of the Vrms, their ability to pay their workers, as measured for

example by rents (Abowd and Lemieux, 1993). In the remainder of this section, I brieWy

present a simpliVed representation of the bargaining process that takes place between

a union and a Vrm, using an extension of a classic bargaining model (McDonald and

Solow, 1981, Brown and Ashenfelter, 1986) when Vrms can outsource part of their

production.

The model that I use articulates a stage of bargaining with a Vrst stage where the

Vrm decides if and how much it outsources, through imports (of intermediates or of

Vnal goods). The bargaining model relies on the so-called strongly eXcient bargain-

ing, where workers and Vrms bargain over employment and wages,6 because French

institutions, as embedded in the French Labor Laws, and in particular the so-called

Auroux Laws that I will describe below and use in my empirical analysis, clearly favor

annual discussion of many issues including wages, hours of work, working conditions,

and employment between the Vrm and the workers’ delegates or workers’ union rep-

resentatives. Let us study the second stage Vrst:

6Rather than the right-to-manage model, where negotiation is restricted to wages. See again Brown and Ashenfelter (1986)
or Abowd and Lemieux (1993).
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Wages and Employment determination (second stage): In the strongly eX-

cient bargaining framework, the union is rent-maximizing with objective function wl

where w denotes workers’ wage and l denotes the Vrm’s employment (in France, all

workers employed in the Vrm are represented by the unions or the personnel repre-

sentatives). These representatives negotiate with a proVt-maximizing Vrm with proVt

denoted by π̃. The bargaining is over wages and employment. The threat points for

the unions and for the Vrm are respectively w0l and π0.

To summarize, the Nash solution (wN , lN) to the bargaining problem solves the

following equation:

(wN , lN) = arg max
w,l
{(1− θ) ln[π̃ − π0] + θ ln[(w − w0)l]} (9.1)

subject to π̃ = R(I, l)− wl

where θ represents the workers’ bargaining power, and, as before, I denotes Vrm’s

imports, and R(I, l) denotes the Vrm’s revenue function.7

Outsourcing-Imports determination (Vrst stage): I can now write the Vrm’s

proVt conditional on the above levels of wage and employment (wN , lN). Therefore, if

I deVne G(I) = R(I, lN)− wN lN , Vrms determine their outsourcing level by Vnding

IN = arg max
I
G(I)− c(I) (9.2)

in which c(I) denotes the cost of outsourced production, both at the extensive and

the intensive margin. It therefore can include a Vxed cost component paid at the

moment of the import decision (hence for I to be positive, proVts have to cover the

Vxed cost). Notice that this cost function, c, does not enter the second stage proVt.

Imports, being made in advance (Vrst-stage), are subject to the usual hold-up problem

(see Grout, among others). In addition, at this stage, I do not distinguish between

imports of intermediates (outsourcing) and imports of Vnal goods (oUshoring). In my

7Koskela and Stenbacka (2009) use the right to manage model (with bargaining on wages and Vrm making the employment
decision) in a similar context. Their results have a very similar set of implications to those I obtain here.



284

modeling approach, I follow Chaney (2008) or Eaton, Kortum, and Kramarz (2009) in

having a Vxed cost paid at the decision stage rather than Melitz (2003) who introduces

a Vxed cost (of exporting, rather than importing as here) paid even before entry. Be-

cause there are many potential routes for imports, my theoretical analysis will mostly

focus on a single form of heterogeneity, even though heterogeneous Vxed costs could

be allowed easily. Heterogeneous Vrms will come in the form of heterogeneous

bargaining powers. Such bargaining powers can be shown to be related with size,

productivity, and proVtability. Hence, my approach takes a diUerent tack, and uses

bargaining as an outcome reWecting elements of Vrm’s productivity and proVtability.

In addition, my analysis – empirical as well as theoretical – will remain partial equi-

librium. A Melitz’s (or Eaton, Kortum, Kramarz’s) type analysis of importing Vrms is

clearly an important task that will be tackled in another paper.

Threat points: Because the threat points are central to my problem, I discuss

their exact interpretation now. First, notice that π0 has often been set to 0 in previous

empirical research (Abowd and Lemieux, 1993, for instance).8 Malcomson (1997) sug-

gests that π0 should measure the proVts when the negotiations are inconclusive due

to a delay or a breakdown. Hence, it should reWect market alternatives and pressures.

In particular, the Vrm threat point may potentially vary with imports of competitors

since they capture eUective trade competition. This idea is explicitly incorporated in

various theoretical papers relating trade and wages. Mezzetti and Dinopoulos (1991)

or more recently Gaston (1998) explicitly interpret π0 as the value of the option to

switch production abroad. “That is, π0 varies positively with a credible outsourcing

alternative for the Vrm” (Gaston, 1998). Furthermore, “During any dispute, the do-

mestic Vrm supplies the market from abroad” (id.). However, these papers provide no

formal proof of these intuitions. Two papers, though, present game-theoretic justiV-

cations for this.

In Leach (1997), an inVnitely repeated bargaining game is played between a union

and a Vrm producing a storable good. The Vrm has the option of accumulating inven-

8Their explicit introduction within my framework is a clear departure from virtually all of the previous empirical research.
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tories. Hence, during a strike, the Vrm can sell these inventories. In equilibrium, this

accumulation lowers wages by reducing the rents from further production. Unions

can strike. They do so, also along the equilibrium path, in order to limit the Vrm’s

inventories and, therefore, raise wages.

Coles and Hildreth (2000) use a related framework, with a single episode of bar-

gaining of potentially inVnite duration between a Vrm and a union with random alter-

nating wage oUers. Again, inventories held by the Vrm during the negotiation process

play a central strategic role. Furthermore, they show (Theorem 1, page 278) that their

(dynamic) problem can be rewritten as a Nash bargaining problem in which the Vrm’s

expected discounted proVts, using the optimal sales strategy should the strike never

end, is exactly π0. After identifying the optimal sales strategy during the strike, they

demonstrate that inventories are used as a threat to “force lower wages” (Theorem 3,

page 280).9

Outsourcing in my approach play the same role as inventories in Leach’s or Coles

and Hildreth’s. Outsourcing is obviously a way to externalize the building of inven-

tories, potentially without the need of any local worker. This strategy is all the more

eUective since outsourcing and, in particular, imports of Vnished goods are most often

programmed in advance.10 Because outsourced production has been put in place be-

fore bargaining, Vrms are able to use a sales strategy that does not rely on local work-

ers (or at least not on all local workers, a fraction of them being still be available for

certain tasks). Such strategies can obviously be implemented in various manufactur-

ing industries through either foreign direct investments (FDI) or by using producers

in relatively low-wage countries.

I follow Coles and Hildreth in that I do not specify the exact mechanism that helps

the Vrm build its “inventories of imports”. I just adapt their results to my problem.

9In addition, they show that, because the Vrm’s threatpoint increases faster than expected discounted revenues in inventories,
wages are decreasing in inventories (Theorem 3, id.). Finally, they use this model to evaluate empirically changes in bargaining
institutions in the UK.

10For instance, in the clothing industry in France (and more generally in Europe), all sourcing strategies that involve delo-
calization of the production process imply deVning the product at least one year before selling it. See the discussions in Linge
(1991) or Sadler (1994) for examples of other industries. Competing strategies are more short-term and allow the Vrm to produce
locally in the so-called Sentier area, within Paris i.e. close to the customers. However, such strategies are almost exclusively used
for restocking of small quantities based on the most recent information (Zara, a leading European clothing company, is another
example of a Vrm using this constant restocking strategy).
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And, based on their results and following the rest of the literature, I pose my problem

in the form of a Nash bargaining problem in which the Vrm’s and the workers’ threat

point potentially depend on the sourcing strategies. Consistent with the Coles and

Hildreth’ theoretical results, I model the Vrm’s threatpoint, π0(I) = R(I, 0), as the

proVt function when no worker is employed (hence, the wage bill disappears). It is a

function of outsourced goods, through imports.

The game is solved by backward induction. The bargaining problem (9.1) is solved

Vrst. Given imports I , at the solution, the marginal product of labor is given by

Rl(I, lN) = w0,

explaining why the bargaining is called “strongly eXcient”. And, the resulting wage

is given by

wN = w0 +
θ

1− θ
π̃ − π0(I)

lN

or, equivalently,

wN = w0 + θ
π̃0 − π0(I)

lN
, (9.3)

with π0(I) = R(I, 0) and π̃0 the proVt when the wage is evaluated at w0:

π̃0 = R(I, lN)− w0lN .

Therefore,

wN = w(w0, θ, I, l) = w0 + θR(I,lN )−w0lN−R(I,0)
lN

lN = l(w0, I) = R−1
l (I, w0)

(9.4)

are the Vrst-order conditions for the bargaining game.

Then, the Vrm optimizes its outsourcing level I by maximizing G(I) − c(I) with

G(I) = R(I, lN)− wN lN

To gain a better intuition of the eUects at play, let us consider the following CES
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functional form for R(I, l): R(I, l) =
[
I
σ−1
σ + l

σ−1
σ

]α σ
σ−1

with σ the elasticity of sub-

stitution. RewritingR(I, l) = p(y)y with y =
[
I
σ−1
σ + l

σ−1
σ

] σ
σ−1

, and p(y) = y−
1
η with

η the demand elasticity, the parameter α in the revenue function R(I, l) is α = η−1
η
.

After some manipulation, the following result summarizes this section (see Ap-

pendix A for the general derivation):

Result: Whenever η−1
η

< σ−1
σ
, i.e. the demand elasticity is strictly smaller than the

elasticity of substitution between imports and labor, outsourcing (imports) is increasing

in workers’ bargaining power, θ. Under the same condition, employment is decreasing in

the Vrm’s imports. However, wages can be either increasing or decreasing in the Vrm’s

imports; on the one hand, decreased rents depress wages but the hold-up problem, on the

other hand, may have the opposite eUect.

Proof: See Appendix A.

Therefore, under the above condition, a Vrm, facing a union with a large bargaining

power, θ, will outsource a larger share of its production than a Vrm facing a relatively

weak union.11 Because I do not jointly model a Vrm’s bargaining power and its Vxed

cost of importing, all the reasoning is made conditional on this Vxed cost: the results

hold for Vrms with similar Vxed costs but facing unions with diUerent bargaining pow-

ers. Now, the CES functional form gives a clear intuition of how Vrms use outsourcing

to manipulate the size of the pie that they bargain over with their unions. Increasing

production essentially decreases the output price. Hence, oUshoring creates a threat

point that reduces the size of the rent to be shared after bargaining. This pushes Vrms

facing strong unions to outsource. Through these changes of the quasi-rent, this ef-

fect depresses wages. But, because of the potential hold-up eUect – outsourcing being

decided at Vrst-stage, the cost of outsourcing is subtracted from revenues to compute

the Vrst stage proVt of the game, G(I) − c(I), but does not enter the second stage

proVt π̃ = R(I, l) − wl (bargaining) – the Vnal eUect of outsourcing on wages can

be positive or negative (in contrast to Leach, 1997 for instance in which there was no
11To see this, notice that the Vrst-order condition for the outsourcing problem is c′(I) = (1 − θ)[RI(I, lN ) − RI(I, 0)] +

RI(I, 0). where RI(I, lN )−RI(I, 0) is a measure in the change of the size of the rent, (1− θ) shows the hold-up eUect, and
RI(I, 0) captures the change in the threat point. And a greater θ entails a larger outsourcing I if the cross-derivative RI,l(I, l)
is negative.
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potential for hold-up). Finally, under similar conditions, outsourcing leads to lower

employment.

Intuitively, the elasticity of substitution σ should be larger for imports of

Vnal goods than for imports of intermediates. Hence, all these eUects should be

stronger for the former (oUshoring) than for the latter type of imports (pure foreign

outsourcing of intermediates).

Indeed, the above discussion shows that oUshoring acts as a worker’s discipline

devicewhen there is imperfect competition on the product market. Let us contrast the

outcomes under autarky with those under opening of trade. Under autarky with im-

perfect competition, prices are above marginal costs and supply of goods is reduced.

Employment, under eXcient bargaining, is independent of the bargaining power θ.

However, this bargaining power aUects the sharing of the rent between workers and

Vrms. Hence, consumer welfare is not aUected by θ (but is clearly decreased because

of imperfect competition). Now, when markets open in this context of imperfect com-

petition, two eUects will aUect positively consumer welfare. First, because Vrms are

able to import goods and intermediates, the set of potential technologies available to

the Vrms expands, with the associated (likely) increase in production. Second, Vrms

facing strong unions will “over-oUshore” to discipline their employees, through an

altered threat point. This eUect also increases production and consumer surplus. In-

terestingly, opening is more beneVcial to consumers when unions are strong than

when unions are weak, in a context where employers have market power.12

In summary, we now have a structural model of employment and wage determina-

tion with clear game-theoretic foundations and clear predictions. And, I show in the

remaining sections that it has strong empirical support.

9.3 Data and Empirical Implementation

In order to examine the relation between oUshoring, foreign outsourcing of intermedi-

ates, employment, and the size of quasi-rents as well as structurally estimate the wage
12I would like to thank Emmanuel Jessua and Cyril Nouveau for pointing out this consequence of my model.
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equation (9.3) as derived just above, it is useful to list all the components that are nec-

essary to perform this task. It will help the reader understand the main diUerences

between this paper and its predecessors as well as some of its contributions.

First, I need to relate a worker’s wage with her employing Vrm measure of out-

sourcing, quasi-rents, employment, competitive environment, and union activity. To

measure quasi-rent, I also need to measure each worker’s opportunity wage. All these

variables are directly measured in this article, in sharp contrast with the rest of the

literature. To examine wages, I use person-level measures together with observable

personal characteristics (in contrast with Abowd and Lemieux, 1993 or BlanchWower

et al., 1996 who use Vrm-level sources). To measure workers’s opportunity wage, I esti-

mate for each individual her alternative wage on the market (taking stock of recent de-

velopments in the analysis of matched employer-employee data, used in my analysis).

To measure outsourcing (oUshoring of Vnal goods and outsourcing of intermediates),

I use Vrm-level measures of foreign outsourcing of the two kinds (in contrast with

Bertrand, 2004, who only uses industry-level import data) and to measure the size of

rents that workers and Vrms share, I construct Vrm-level measures of quasi-rent (be-

cause they do not measure workers’ opportunity wage, Abowd and Lemieux, 1993 use

an equivalent with potential measurement error whereas BlanchWower et al., 1996 use

proVts). In addition, I am the Vrst to use exhaustive information on all imports (and

exports) in France, measured both at the Vrm-level and at the product level (to directly

measure trade competition). To measure union activity and bargaining outcomes, I use

Vrm and establishment measures of bargaining agreements at the end of my sample

period, 1992. Finally, because outsourcing decisions or quasi-rents are likely to be

endogenous and OLS estimates biased when estimating my wage equation, I use a

strategy similar to my predecessors and use instruments (Abowd and Lemieux, 1993

for the quasi-rent; Bertrand, 2004 for industry-level imports). Because measurement

and endogeneity issues are directly related, I will show that by providing solutions to

the former I solve (part of) the latter.
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9.3.1 Measurement of the variables in the estimating equation

Data on workers’ wages, and their Vrm’s imports and other economic outcomes

The estimating equation relates a worker’s wage to her employing Vrm’s imports,

quasi-rent, ... Obviously, employee-level data sources and Vrm-level data sources must

be simultaneously accessible. And the individual-level source must contain the em-

ployer’s identiVer. Indeed, I use data from 4 diUerent ongoing administrative data

sources or statistical surveys that allow me to match workers to Vrms.13 The Vrst of

these data sources is the DADS (Déclarations Annuelles de Données Sociales), which

is an administrative Vle based on mandatory reports of employees’ earnings by French

employers to the Fiscal administration. Hence, it matches information on workers and

on their employing Vrm. This dataset is longitudinal and covers the period 1976-1996

for all workers employed in the private and semi-public sector and born in October

of an even year. In addition, for all workers born in the Vrst four days of October

of an even year, information from the EDP (Echantillon Démographique Permanent)

(our second data source) is also available. The EDP comprises education and demo-

graphic information. These are my two worker-level sources. Using the Vrm identiVer

they can be directly matched to my Vrm-level sources, described now. The Customs

data come from an administrative Vle based on mandatory declarations of all trade in

goods. They are available for all years from 1986 to 1992.14 Following Biscourp and

Kramarz (2007), I contrast imports of Vnished goods and imports of intermediates. To

deVne the two, I compare the 3-digit industry of the imported good with the 3-digit

industry of the importing Vrm. If they match, I call this import a “Vnished good”. If

not, I call this import an “intermediary consumption”. The Vrst gives my measure of

oUshoring whereas the second gives my measure of outsourcing (of intermediates).

The fourth data source is the BAL-SUSE Vle. It gives me balance-sheet information

(value-added, sales, intermediary consumptions in particular) and employment. It in-

cludes most French Vrms, subject to the Vscal report called the BénéVces Industriels

13These surveys were conducted by the Institut National de la Statistique et des Etudes Economiques (INSEE, the French
national statistical agency), by the Ministry of Labor, or by the Customs.

14After 1992, data are less exhaustive: small transactions are not recorded any more.
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et Commerciaux (BIC). All sectors, except the public sector, are covered. Data are

available for the period 1984-1992. Matching all these sources together yields (ap-

proximately) 112,000 worker-level observations. These sources are described in more

detail in Appendix B.

Data on unions activity and bargaining agreements

To measure Vrm and establishment level bargaining activity, I use the so-called En-

quête Structure des Salaires (ESS, hereafter) for year 1992 (Vnal year of my analysis

period). This survey collects information on Vrm or establishment level bargaining

under the Lois Auroux. The Lois Auroux stipulate that bargaining must take place

every year in an establishment or a Vrm above 50 employees. But, crucial for the

analysis, even though bargaining is mandatory, Vrms can refuse to bargain on some

subjects, employment for instance, and Vrms are not forced to sign an agreement at

the end of the bargaining process.15 The data tell me if a round of bargaining took

place in that year. In addition, I know the topic of the negotiation: wages, employ-

ment, other. Finally, for each topic of the negotiation, I know if an agreement was

signed in that year. Unfortunately, because the ESS samples establishments using a

frame based on establishment or Vrm size, I lose a fraction of my observations, mostly

in smaller units. The resulting Vle has 37,698 (worker-Vrm-year) observations, a third

of the original Vle.

Measuring workers’ opportunity wage and Vrms’ quasi-rent

Opportunity wage: Workers’ alternative wage captures what workers can receive in

case of a strike, i.e. their value outside the Vrm. I Vrst rewrite this alternative wage,

w0, as the sum of two components: w0 = wa + w0(I). The Vrst component, wa,

captures the unconditional opportunity cost of time, which only depends on workers’

characteristics, both observed and unobserved, with value in every industry. The

second component, w0(I), tries to capture workers’ value in Vrms’ that produce the

15Even though bargaining is supposedly mandatory, some establishments do no start a round of negotiation every year.
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same product as the original workers’ employing Vrm.16

To directly measure each worker’s opportunity wage, wa, I Vrst estimate the fol-

lowing basic statistical model

lnwit = xitβ + αi + ψJ(i,t) + εit (9.5)

in which wit is the measured annualized earnings for the individual i = 1, . . . , N

at date t = 1, . . . T ; xit is a vector of P time-varying exogenous characteristics of

individual i; αi is a pure person eUect; ψJ(i,t) is a pure Vrm eUect for the Vrm J(i, t)

at which worker i is employed at date t, and εit is a statistical residual. For this, I

use the full DADS sample over the 1976-1996 period, as described above (13 millions

observations, 1 million individuals, more than 500,000 Vrms).17

Based on equation (9.5) and its estimation results, I now explain how to derive each

worker’s opportunity wage. Assume that a simple random sample of N individuals is

observed for T years. The external (opportunity) wage rate for person i is the expected

value of her wage conditional on her characteristics and identity, i.e. not knowing the

employer’s identity. In my estimating framework, the above equation gives a measure

of this external (opportunity) wage rate, deVned as wait = E (wit |xit, i).18 Hence:

lnwait ≈ xitβ + αi (9.6)

in words, the (log of) worker’s opportunity wage is the sum of returns to her observed,

time-varying, personal characteristics with her observed and unobserved time-invariant

personal characteristics. Hence, ψJ(i,t) is a measure of the systematic premium paid to

16w0(I) is directly related to the declining employment opportunities in the worker’s industry due to import substitution
away from the labor input. To measure this component, I use various statistics on imports of the same good made by the Vrm’s
competitors and made by the wholesale or retail trade industry (see Appendix B). Potential eUects of unemployment are captured
directly by introducing the local unemployment rate in the control variables.

17IdentiVcation and estimation of this type of equation is discussed at length in Abowd, Kramarz, and Margolis (1999) as well
as in Abowd, Creecy, and Kramarz (2002). In the latter, the full least-squares solution is implemented. These papers show that
estimation of the person and Vrm-eUects requires very large data sets and a suXcient number of years for the person-eUects to
be precisely estimated. So, I estimate the previous equation using the full DADS data set (13 millions observations for the period
1976-1996).

18Notice that lnwait = lnE (wit |xit, i ) = (xitβ + αi) + lnE(exp(ψJ(i,t) + εit |xit, i ). Then, because the pure Vrm

eUect ψJ(i,t) and ε both have mean 0, and variance σ2
ψ and σ2

ε respectively, we have E[exp(ψ + ε)] = exp
σ2
ψ+σ2

ε

2
≈ 1,

assuming that both ψ and ε are normal as they appear to be, and because, in the economy, σ2
ψ and σ2

ε are small (0.08 and 0.04
respectively, for all these results see Abowd, Creecy, and Kramarz, 2002) and can be taken as independent of the person observed
or unobserved characteristics.
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worker i by Vrm J(i, t) over her opportunity wage.

Quasi-rent: To measure the Vrm’s quasi-rent, I use the following strategy. First, as

explained just above, I posit that the workers’ threat point (see 9.3) can be decomposed

in w0 = wa + w0(I). This allows me to rewrite wage equation (9.3) as

wN = wa + θ
π̃a − π0(IN)

lN
+ (1− θ)w0(I) (9.7)

where π̃a is the quasi-rent evaluated at worker’s alternative wage, wa:

π̃a = R(IN , lN)− walN

Now, assuming for simplicity that all workers have the same alternative wage wa, we

see that wN = wa expψ exp ε (using both 9.5 and 9.6). Hence,

π̃a = R(IN , lN)− E[
wN

expψ × exp ε
lN ]

where E denotes the expectation taken in the Vrm of the relevant random variable.

First, note that the Vrm eUect is constant in the Vrm. Then, by the same reasoning as

above, the equation can be rewritten as:19

π̃a = R(IN , lN)− wN lN
expψ

(9.8)

Therefore, to measure the quasi-rent π̃a, I use a measure of labor costs, wN lN
expψ

, that

eliminates the costs due to the pure Vrm-eUects. Finally, to measure π0(IN), I use a

function of the Vrm’s own imports.

To summarize, in equation (9.7) I am now in position to directly measure each

worker’s opportunity wage wa (from previous estimation), each manufacturing Vrm’s

quasi-rent π̃a (from balance-sheet data, see data description above, and previous esti-

mation for an estimate of ψ), lN (from balance sheet-data), π0(IN) (from Customs data

at the Vrm level), and w0(I) (from import data of competitors).

19Assuming that ε is normal with mean 0, and variance σ2
ε , we have E[exp ε] = exp

σ2
ε
2
≈ 1, since σ2

ε is small (0.04, see
Abowd, Creecy, and Kramarz, 2002) and is independent of the person and the Vrm observed or unobserved characteristics, as
derived previously.



294

9.3.2 Endogeneity and other potential econometric problems

Apart from measurement problems discussed in the previous subsection, there are

multiple potential econometric pitfalls in estimating equation (9.7):

(i) When the splitting parameter θ varies by Vrm, and when this parameter is corre-

lated with the size of the quasi-rent, estimates of θ will be biased upward (downward)

if this correlation is positive (resp. negative) (see Abowd and Lemieux, 1993). Our

discussion of Section 9.2 suggests that the correlation should be positive because large

rents are likely to induce strong unions.

(ii) When the contract is not strongly eXcient, then wages, quasi-rent, and employ-

ment are determined jointly. This standard endogeneity bias makes OLS estimates

inconsistent. Abowd and Lemieux (1993) as well as Abowd and Kramarz (1993) show

that proper estimates of (9.7), using instrumental variables, yield a lower bound for

the bargaining parameter when the contract is not strongly eXcient (see in particular

the discussion in Abowd and Lemieux from page 988 to page 990).

(iii) Because I want to separately identify the bargaining parameter θ from the

threat point π0(IN) = R(IN , 0) and from import competition that aUectsw0(I), I must

assume that θ does not depend on imports of the Vrm nor on imports of competitors.

Put diUerently, θ(IN , I) is not separately identiVable from π0(IN) and w0(I) in

equation (9.7). Hence, I assume that θ is Vxed over the analysis period.

In all cases, in order to identify this bargaining parameter θ, movements reWecting

changes in product market competition should translate into movements of the quasi-

rent. To understand the issue, Appendix C of Kramarz (2007) presents a model that

explains the various problems. A Vrst consequence of his model is the following.

If the measure of the workers’ opportunity wage is precise enough, the quasi-rent

should not be endogenous in a person-level wage equation, as is estimated here. Use

argument from Abowd ane Lemieux page 984.

Lower bound argument if right-to-manage Abowd and Lemieux 990 and Abowd

and Kramarz.

However, an empirical strategy still has to be set-up if the quasi-rent is found
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to be endogenous despite all measurement eUorts. I follow the literature in using

instrumental variables. My choice of instruments is discussed later when I present

estimates of equation (9.7).

9.4 OUshoring, Quasi-rent, and Employment

For years, many French Vrms enjoyed the protection of various regulations, subsi-

dies, tariUs, and entry restrictions. In addition, because of collective agreements (Vrst

signed by large Vrms and then extended in the 1970s by the Ministry of Labor to virtu-

ally every Vrm and every worker in the manufacturing sector), Vrms faced unions with

strong power and minimum wages were high. Small Vrms, which typically depend on

lower labor costs, were in a diXcult position to compete against larger companies.

Entry and growth of potential competitors was reduced. In addition, the Vrst years

of the Mitterrand presidency witnessed a thorough nationalization process of large

private companies. All these facts generated rents in many industries, most partic-

ularly manufacturing. These rents were directly reWected into wages, particularly in

large Vrms.20. In addition, the Lois Auroux were introduced in 1981 just after François

Mitterrand’s presidential election. These laws enhanced workers’ bargaining power

at the level of the Vrm.21

However, in the ensuing years, market reforms were implemented (see Bertrand,

Schoar, and Thesmar, 2007 for the Vnancial side of the reforms in the mid-eighties) and

foreign competitors entered the French scene. Simultaneously, new markets opened.

In response, some of those large French Vrms increased their imports of intermediates

and launched oUshoring strategies. And, indeed, competition became Vercer. The

early “equilibrium” started to unravel. More precisely, in the so-called White Paper

from the Commission, the Single Market Program was announced in 1985.22 The SMP

20See Abowd, Kramarz, and Margolis (1999) for evidence on France. More recently Abowd, Kramarz, Lengermann, and Roux
(2007) analyze inter-industry wage diUerences in France and in the United States and show that the Vrm-speciVc component of
these diUerentials is associated both with monopoly power on the Vrms side and union power on the workers side, in France and
during the seventies and eighties, at least.

21The Lois Auroux explicitly include the obligation to negotiate for establishment or Vrms meeting certain conditions (size,
among others). See Cahuc and Kramarz, 1997 for a description of their principles, see also Abowd and Allain, 1996 who provide
some evidence supporting this claim. See below my analysis.

22See the text in http://aei.pitt.edu/archive/00001113/, accessed November 21, 2005.
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was launched in 1988 with the stated goal of achieving a single internal market for

goods in 1992. This program included lowering of tariUs and trade barriers within

the EC. As already explained in Hoeller and Louppe (1994), the goal took more time

to be reached than initially thought. However, the period under study is one of great

changes in trade. European Vrms could both import and export more easily, at least

within the EC. And numbers show that, indeed, trade increased dramatically.

In the rest of this section, and before turning to more structural results, I want to

present simple evidence describing the consequences of the above facts.

My Vrst piece of evidence is presented in Table 1. The table shows the results of

the following regression of quasi-rent (per employee), QRj,t
lj,t

, on measures of imports

by Vrm j at date t:23

QRj,t

lj,t
= δ

Ij,t
R(Ij,t, lj,t)

+ αj + εj,t

where αj is a Vrm-Vxed eUect and εj,t is a statistical residual. The measures of

imports distinguish between imports of Vnished goods (my measure of oUshoring)

and imports of intermediates (outsourcing). The regression controls for Vrm-Vxed

eUects.24 Hence, I capture the impact of within-Vrm variations over the sample period

(1986-1992) of the import measures on the size of the rent.

Results in the Vrst column show that more intense oUshoring as a fraction of sales

(imports of goods divided by total sales) deteriorates the size of the quasi-rent (per

worker) that the workers and the Vrm will have to divide if they bargain. Imports

of intermediates (divided by total purchases) have no such eUect. Interestingly, re-

sults in the next two columns show that oUshoring aUects the size of the rent only in

relatively large Vrms (above 50 employees; the Auroux laws threshold) and does not

have an impact on smaller Vrms where quasi-rents appear to be much smaller (see the

coeXcient on the constant).25

23The observations are individuals matched to their Vrm. Larger Vrms have more individual observations, in proportion to
their size. Hence, these regressions are identical to doing Vrm level regressions weighted by employment.

24Most regressions discussed in the following paragraphs include Vrm Vxed eUects. If Vrm eUects are not included, this will be
explicitly mentioned in the text.

25In unreported regressions, I checked that, as predicted by the theory, quasi-rent per person is positively related to oU-
shoring (results can be obtained from the author). Here, the negative relation comes from measuring oUshoring as a fraction of
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Now, this last fact might just be a reWection of size: larger Vrms might behave

diUerently. To see if this threshold really matters, I perform a simple test based on

this discontinuity. Presented in the last two columns of Table 1, it examines the same

regression as before restricting attention in the Vrst of the two columns to Vrms with

31 to 50 employees and, in the second of the two columns to Vrms with 51 to 80

employees. Results show a clear and sharp diUerence in the association between quasi-

rents and imports of Vnished goods (oUshoring) on the two sides of the threshold.26

To give a sense of the magnitude of this eUect, a one point increase in the share of

oUshoring in sales converts into a decrease of the quasi-rent of 350 French Francs per

worker (or of 0.5 points of the QR per employee, see Table B.1).

Now, in the introduction, I mentioned that Biscourp and Kramarz (2007) have

shown on the same period that employment losses were strongly associated with oU-

shoring. Their main results are reproduced in the Appendix. The data used here mixes

the data on Vrms used in Biscourp and Kramarz (2007) with data on their workers.

Because the selection may well diUer due to matching of the diUerent data sources, I

also ask whether outsourcing similarly aUects Vrms’ employment. Table 2 helps an-

swer this question. And the simple answer is positive, at least in large Vrms. But the

smaller Vrms are not aUected by more intense oUshoring (see the next two columns).

And, in line with these results and with the model, imports of intermediates have

no clear impact on employment nor on quasi-rent (see Table 1). In addition, to assess

robustness of these results, I introduced measures of trade competition (imports of Vn-

ished goods by competitors). None of these results were aUected.27 To further assess

robustness, results in the last column of Table 2 show that exports are not associated

with movements in employment.28 Hence, there is something speciVc to the Vrms’

oUshoring (imports of Vnished goods).29 Large Vrms decrease employment when their

sales.
26Importantly, the 50 employees discontinuity is not as sharp as in other economic examples. First, there are diUerent ways

to count the number of employees. For the Law, the exact limit is 50, but all employees are not “equal” in the computation
(part-time part-year vs full-time full-year, for instance). Hence, I use 51 rather than 50 (results are unchanged if I use 31-49 and
50-80 groupings). In addition, the presence of unions delegates or personnel delegates is another central element in the precise
application of the Auroux Laws. To simplify the analysis, I will focus on the size threshold as measured above.

27Estimates are available from the author.
28All these results are in full agreement with those of Biscourp and Kramarz (2007), based on a larger set of Vrms.
29As a further test of robustness, the joint inclusion of the import competition variables (imports of competitors, of Vnished

goods and of intermediates) and the Vrms’ import variables does not alter any result of Tables 1 and 2.
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own oUshoring increases; in the mean time, the relative size of the rent to share with

workers decreases. Again, to give a sense of the magnitude of the eUects, a 10 points

increase in the share of oUshoring in sales is associated with a 1.3 points decrease in

employment.

To conclude this Section, oUshoring seems to be a strategy that aUect quasi-rent

and employment, for reasons that appear (proving causality in this setting is virtually

impossible since the discontinuity in the institutional setting is based on employment, a

highly manipulable variable) to be related to French bargaining institutions (Auroux

laws). In the next Section I focus on these bargaining institutions. More precisely, and

in line with the theoretical model, I try to measure the strength of unions across Vrms

and bargaining regimes and relate this strength to Vrms’ importing behavior.

9.5 Estimating Unions Bargaining Power

9.5.1 The Estimating Equation

My model relates Vrms and unions with heterogeneous bargaining powers to their

oUshoring activity. But Vrst, I must identify which Vrms face powerful unions and

which Vrms do not. Therefore, I must connect my model with real-life institutions

allowing me to understand the role of unions in the French bargaining process. To

do so, I use the ESS survey for year 1992. Because the Auroux Laws (Lois Auroux)

stipulate that bargaining should take place every year in an establishment or a Vrm

with more than 50 employees, the data tell me if a round of bargaining took place in

that year. In addition, I know the topic of the negotiation: wages, employment, other.

Finally, for each topic of the negotiation, I know if an agreement was signed in that

year. Because the ESS samples establishments using a frame based on establishment

or Vrm size, I lose a fraction of my observations, mostly in smaller units in comparison

with results in Tables 1, 2, and 3 (or those contained in Kramarz, 2007). The resulting

Vle has 37,698 (worker-Vrm-year) observations.

Descriptive statistics show that 26% of workers were employed in a Vrm where
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negotiations on employment took place in 1992. For most of them, 82%, an agreement

was signed after the negotiation. Virtually all these Vrms also negotiated wages with

their employees. Only 4% of the workers are employed in Vrms that negotiated on

employment without negotiating on wages. Furthermore, 81% of the workers were

employed in Vrms that negotiated on wages; with 65% among them eventually signing

an agreement. Even though the diUerent bargaining regimes are not perfectly aligned

with the theory, I focus on a limited number of bargaining regimes. Hence, for each

individual observation, I classify the employing Vrm as:

i) bargained with unions (or personnel delegates) on employment (and wages);

ii) bargained with unions (or personnel delegates) on wages;

iii) did not bargain with unions or personnel delegates.

In what follows, in line with the eXcient bargaining model with imports that I

adopted, I mostly constrast these three types of Vrms and I will try to estimate the

bargaining strength of the unions in each of the above regimes. I also show that re-

sults are robust to diUerent groupings. In particular, the Vrst category widely diUers

from the rest of the Vrms. To distinguish between Vrms with heterogeneous bargain-

ing regimes, I estimate a variant of (9.3) in which θ can take three values, θe, θw, θn

depending on the bargaining regime:

wN = wa+θi
π̃a −R(IN , 0)

lN
+(1−θi)w0(I) where i = e, w, n and π̃a = R(IN , lN)−walN

(9.9)

My goal is to estimate the θis, the bargaining parameters. They will allow me to

assess which Vrms face strong unions and which Vrms do not. Then, the next Section

will check how unions’ bargaining power is related to outsourcing and employment.

As explained in the previous Section, there are many reasons to believe that quasi-

rent, π̃a, is endogenous in equation 9.9). Hence, I must use, if necessary, an instru-

mental variable strategy. It is described in the next subsection.
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9.5.2 Instruments: Export Prices of US Firms to Measure French Product

Market Conditions

Valid instruments must reWect changes in product market conditions inducing move-

ments in the quasi-rent or in the oUshoring and outsourcing (import) decisions of the

Vrms, but they must be uncorrelated with the error terms in the wage equation.

Product market conditions are determined by local conditions as well as by global

factors. Many among these local factors can be aUected by the local Vrms’ behavior.

But, most often, the global factors are beyond the reach of the French Vrms that I ex-

amine. Among these global factors, exchange rates naturally come to mind. Business

conditions, costs and productivity shocks that take place in countries that trade in the

World market are likely to aUect many local decisions of French Vrms. For instance, a

positive productivity shock in the textile industries of some Asian economies might af-

fect outsourcing decisions of French Vrms, hence their imports and their employment.

An increase in the price of oil might have an impact on the ability to consume and

to import of Middle Eastern countries. A positive productivity shock in the American

steel industry willl aUect negatively the French steel producers but they will aUect

positively the French automobile industry, a heavy user of steel. These shocks in

diUerent countries will have a diUerentiated impact on the diUerent Vrms depending

in particular on their exposures to these various global markets since some export

whereas some do not, some import whereas some do not, some are global competitors

whereas some are not.

In addition, as explained earlier, the period under consideration is one of implemen-

tation of the Single Market Program (SMP) within the European Community. Compe-

tition increased drastically in virtually all manufacturing industries; accordingly the

reaction of Vrms to shocks should also be easier to identify during this period.

To summarize, valid instruments should be correlated with the quasi-rent, senior-

ity, and other endogenous variables such as Vrm’s imports. In line with Abowd and

Lemieux (1993), Abowd and Allain (1996), and Bertrand (2004), I am trying to cap-

ture variations in the Vrms’ ability to pay, as measured by the R(IN ,lN )
lN

. This ability to
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pay is in particular determined by supply conditions on the product market. And, to

trace the supply (of goods) curve, I must Vnd measures of exogenous demand shocks

aUecting product market competition. Therefore, I use international market prices,

in US Dollars, to instrument both Vrm- and person-level variables. More precisely I

use industry-speciVc export prices of United-States manufacturing Vrms in four des-

tinations. These variables meet the various requirements presented above. Because

they are export prices, they are determined on the world market and are therefore

likely to be relatively unaUected by French producers. In addition, because they are

export prices as set by US Vrms, they reWect world competition as perceived by a large

player. In particular, they may incorporate the shocks induced by the SMP. Further-

more, as these price indices are in fact unit value indices computed in US dollars, they

also reWect exogenous variations in the exchange rate of the US dollar vis à vis dif-

ferent destination countries. These prices are measured at the 3-digit industry level.

Therefore, I should be able to capture multiple variations, aUecting diUerently Vrms

according to their speciVc exposures to the various markets.30

Evidence that these export prices represent pure demand shocks is presented in Ap-

pendix C, Vrst paragraph. One can conclude from this exercise that past variations in

US export prices reWect demand shocks aUecting French Vrms. These prices allow me

to estimate valid supply equations: when prices go up, production increases. Hence,

there are good economic reasons to believe that such instruments are well-suited to

the present needs of my statistical analysis. More evidence is presented below.

9.5.3 Estimation Results

Following my previous discussion, and Kramarz (2007), I estimate the resulting equa-

tion exactly derived from (9.9) for worker i, employed at date t by Vrm j = J(i, t)

where J is a function that associates a Vrm j to a worker date pair (i, t):

30Abowd and Lemieux (1993) used ideas related to this procedure when studying Canadian Vrms, Abowd and Allain (1996)
also used a similar idea when instrumenting French Vrms’ quasi-rents, Bertrand (2004) used a related strategy when instrument-
ing industry-level import penetration ratios by source-weighted industry exchange rates, and Gourinchas (1999) shows how
exchange rates aUect job Wows.
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wi,t = θb(j)
π̃aj,t
lj,t

+ φb(j)
Ij,t
Sj,t

+ τb(j)
ICj,t
Pj,t

+ λb(j)f(I
j,t

) + h(xi,t, αi) + υi,t

where

• wi,t is worker i’s total labor costs for year t, in levels (not in logs);

•
π̃aj,t
lj,t

is Vrm j quasi-rent at date t, measured using equation (9.8) described in the

Measurement Subsection of the Data Section;

• Ij,t
Sj,t

is my measure of oUshoring at Vrm j at date t. It is the share of imports of

goods in sales;

• ICj,t
Pj,t

is my measure of foreign outsourcing at Vrm j at date t. It is the share of

imports of intermediates in total purchases;

• f(I
j,t

) is a control function capturing the imports of competitors of Vrm j, I . It

includes measures of imports of goods, of intermediates by Vrms from the same

industry as j; measures of imports of goods similar to those produced by Vrm

j made by wholesale Vrms. These measures are both in levels and expressed as

shares of respectively sales (for imports of goods) and purchases (for imports of

intermediates). For the shares, the 99th percentiles of the respective distributions

within each 4-digit industry are used in the preferred speciVcation (see Appendix

B for a detailed description);

• h(xi,t, αi) is a control function of observables, xi,t, and unobservables, αi, of

worker i for year t. It is estimated as a second-order polynomial of these vari-

ables. αi is estimated using equation (9.5) based on the full data with 13 millions

observations, as described in the measurement section. in levels (not in logs).

Because the estimated person-eUect is included, the equation controls for person

eUects;

• b(j) is the bargaining regime of Vrm j (bargaining on both employment and
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wages, on wages, no bargaining). Because of the data and because of my identi-

Vcation assumption, it is time-invariant;

• Vnally, υi,t is a statistical residual.

For the reasons discussed above (endogeneity, measurement error,...), this equation

is estimated by IV, with quasi-rent (interacted with the bargaining regime b(j), senior-

ity and its square instrumented using my measures of product market conditions -

export prices (industry-level unit values measured in US dollars of American Vrms to

4 destinations) - and the other control variables, duly interacted with the bargaining

regime as required. Appendix C presents a fairly detailed presentation of the various

elements of the estimation methodology.31 Estimation results are presented in Table 3.

For each estimated coeXcient, I provide two sets of standard errors. Robust standard

errors are given between parentheses. Standard errors that, in addition, account for

clustering at the 3-digit industry level are given between brackets. These results tell a

clear story.

In Vrms that did not negotiate on employment with their unions, θw = 0 and θn = 0

(hence, for those Vrms that bargained on wages and for those that did not bargain at

all, respectively). Because workers’ bargaining power is essentially zero, workers re-

ceive their opportunity cost of time, wa, plus their negotiation threat point, w0(I). In

other words, in Vrms where unions were too weak to impose negotiations on employ-

ment, workers were compensated at the market rate. More precisely, estimates show

that, in Vrms that negotiated on wages but not on employment, the threat point is

marginally increasing with the Vrms’ own imports of Vnished goods (oUshoring). But,

in those Vrms, import competition – as measured by the 99th percentile of competi-

tors imports of Vnished goods – slightly deteriorates workers’ threat point.32 In Vrms

in which no negotiation took place, be they on wages or employment, we see that w0

is essentially equal to the opportunity cost of time, wa.

31Kramarz (2007) gives an even fuller account of these details.
32Hence, it seems that w0 is also a function of the Vrm’s own imports and should be noted w0(I, I). This result can be seen

either as a simple extension of the theoretical model and just makes the optimal level of employment dependent on the Vrm’s
own imports, complexifying the ensuing computations, without changing the main conclusions. It can also be interpreted as a
manifestation of a hold-up problem, because imports are made in advance (Vrst-stage of the game).
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Now, if negotiating on employment with their unions, Vrms have to share half

of their quasi-rents with their workers. In other words, in those Vrms, unions were

strong enough to extract half of the quasi-rent. Hence, because θe = 1/2, wages

should also depend equally on R(IN ,0)
lN

and w0(I) (see 9.9) First, there is no signiVcant

impact from Vrm’s own imports. But, the most striking result is the strong and robust

negative impact of the Vrm’s competitors imports of Vnished goods, and (not signif-

icantly so) competitors imports of intermediates on workers’ wages. Hence, workers

beneVt from the sharing of the rent, even though this quasi-rent appears to be under

attack because of increased competition (see Table 1 and Table 3), but import compe-

tition strongly decreases wages in Vrms that negotiated (or were forced to negotiate)

on employment.

We checked these results by regrouping the two categories of Vrms for which θw =

0 and θn = 0. Estimates are given in Table C.4. No previous conclusion is altered

by this grouping. Other robustness tests were performed, including exports at the

Vrm-level, estimated Vrm-eUects, using the 95th percentile of the competitors imports

distribution rather than the 99th. None of the conclusions is altered. It is important

at this point to remind the reader that, as shown by Abowd, Kramarz, Lengermann,

and Roux (2007), France was, in those years, a country where high-wages often came

from the lack of product market competition (virtual monopoly rents), giving unions

incentives to bargain hard. Indeed, large Vrms mostly beneVted from these rents.

As stated above, the Lois Auroux force Vrms with above 50 employees to negotiate

with their workers but the topic is left to the parties. Indeed, most Vrms negotiate on

something. However, not all Vrms agree to bargain on wages and even fewer bargain

on employment (and wages, in fact). In that respect, because Vrms must negotiate

but need not sign an agreement, signature of an agreement, on wages for instance, is

is also a proof of strong unions, as (unreported) results show: in Vrms that sign an

agreement, the bargaining power is θs = 0.37.
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9.6 Union Bargaining Power, OUshoring, and Employment

To complete the story and test my model, I will now examine the causal impact of

strong unions in an era of increased globalization and trade. I know which Vrms have

strong unions and which Vrms do not. I now examine the eUect of the bargaining

regime on oUshoring and employment. To do this, I adopt a simple linear framework

where I regress my variables of interest in Vrst diUerence over the sample period, 1986-

1992 on indicators of the bargaining regime using my Vrm-level variables. I do this

without and with instrumental variables for the bargaining regime. These instruments

are inspired by my theoretical framework and express the competitive environment

of each Vrm at the beginning of the sample period, in 1986. More precisely, I use

Vrm-level variables: the quasi-rent per person – a measure of the size of the rent to be

shared between workers and the Vrm –, the labor costs per person, and employment

and industry-level variables that capture the strength of the competitive environment

of the Vrm: oUshoring and imports of competitors, measured as a fraction of produc-

tion or sales, respectively, and in levels. These industry-level variables capture the

99th percentile of the within 3-digit industry measure of the relevant variable.

Results are presented in Table 5 and Table 6. The Vrst-stage shows, consistently

with the theoretical framework, that high-costs, high-rents, and large Vrms at the be-

ginning of the period are strong union Vrms (i.e. signed an agreement on employment

and wages at the end of the sample period).

Firms that agreed (or were forced) to negotiate on employment with their unions

at the end of the sample period had lower employment growth (in contrast with those

Vrms that negotiated only on wages, the reference group, and much lower than those

that did not negotiate). In complete opposition, these Vrms increased strikingly more

their oUshoring (measured by imports of Vnished goods) than Vrms that negotiated

only on wages and even more so with Vrms that did not negotiate (the opposite holds

for imports of intermediates, outsourcing). They also faced tougher competition, a

higher growth in labor costs per person, and a higher growth of the quasi-rent per
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person over the sample period.

Using the model to give an interpretation, those Vrms facing strong unions im-

proved their bargaining position (threat point) over the period by increasing oU-

shoring before or while bargaining. Hence, these Vrms appear to have been substi-

tuting imports of Vnished goods for employment because of strong unions that forced

them to share a very large fraction, θe = 1/2, of their quasi-rent. The mere fact that

unions were able to force Vrms to negotiate on employment suggests that they have

been able to resist some changes, a reWection of their very strong bargaining power.

As predicted by the model, strong unions’ strength was associated with increased out-

sourcing of Vnished goods, eventually leading to further declines in their employing

Vrms’ employment in this increasingly competitive environment.

9.7 Conclusion

In this paper, I present the Vrst direct micro-econometric evidence of the relation be-

tween unions bargaining power, Vrms’ response by outsourcing (of Vnished goods or

intermediates) and the impact on workers’ wages and employment (see Bertrand, 2004

and Goldberg and Tracy, 2001 for evidence on trade and wages, in the United States,

based on industry-level measures of import competition). The story that I evaluate

relates Vrms’ outsourcing strategies with their wages and employment behavior in an

imperfectly competitive labor market where unions and Vrms have to bargain. To ac-

complish this task, I Vrst derived employment and wage equations from a bargaining

model that allows the analyst to examine outsourcing and its impact on workers’ out-

comes. The model shows that Vrms facing strong unions should use oUshoring more

intensively in order to squeeze the size of the quasi-rent that is bargained over, and to

discipline workers. To estimate this model, I have used a unique matched employer-

employee data source that contains information on Vrms’ inputs, including imports by

type of product, unions presence in those Vrms, as well as individual characteristics

of a representative sample of workers employed at those Vrms. I show that the size
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of the quasi-rent is directly aUected – decreased – by outsourcing, because of French

bargaining institutions, in often formerly protected industries. Employment in these

Vrms also decreased (see also Biscourp and Kramarz, 2007). When I estimate the struc-

tural person-level equation induced by the bargaining model, I show that for Vrms that

bargained on both employment and wages with their unions, workers captured half

of the quasi-rent. Workers in other Vrms were not able to capture a signiVcant share

of the rents. As predicted by the model, the Vrms that faced strong unions increased

oUshoring and decreased employment over the analysis period when the rest of Vrms

saw their relative employment increase and appeared to have used outsourcing much

less intensively. Unions’ strength may well have backVred.
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Appendix A: Proof
Let us denote by φ`(I, l) = 0 the Vrst-order condition on employmentR′`(I, l) = ω0; by φ

ω(I, l, θ, ω) =

0, the condition on wage: ω = ω0 + θ
[
R(I,l)−ω0l−π0(I)

l

]
Finally, let us denote byφR(I, l, θ, ω) = 0 , the Vrst stage condition that maximizes revenue as a function

of imports:

∂R
∂I
− c′(I)− θ

[
∂R
∂I
− π′0(I)

]
= 0 .

From these three sets of equations, total derivation yields:

φ′lI (I, l)dI + φ′l` (I, l)dl = 0

φ′ωω dω + φ′ωI +φ′ωl dl + φ′ωθ dθ = 0

φ′Rω dω + φ′RI dI + φ′Rl dl + φ′Rθ dθ = 0

The Vrst equation yields dl
dI

= −φ′lI (I,l)

φ′l` (I,l)
= −

∂2R
∂I∂l
∂2R
∂l2

dl
dI

is of the sign of ∂
2R

∂I∂l
since ∂

2R
∂l2

< 0. Now, using the above expression:

φ′ωω dω+
(
φ′ωI − φ′ωl

φ′lI
φ′ll

)
dI + φ′ωθ dθ = 0

φRωdω +
(
φ′RI − φ′R`

φ′lI
φ′ll

)
dI + φ′Rθ dθ = 0.

We can directly compute the diUerent elements of these expressions:

φ′ωω = −1

φ′ωθ =
(
R(I,l)−ω0l−π0(I)

l

)
φ′Rω = 0

φ′Rθ = −∂R
∂I

+ π′0(I). Taken together, this yields

dI
dθ

= −
(
π′0(I)− ∂R

∂I

)
/

(
φ′RI + φ′Rl ×

∂2R/∂I∂l
∂2R
∂l2

)
But, φ′RI = (1 − θ)∂

2R
∂I2
− c′′(I) + θπ′′0(I) < 0 given the concavity of R and π0 in I and the

convexity of c in I .

In addition, φ′Rl = (1− θ) ∂2R
∂l∂I

thenφ′RI +φ′Rl ×
∂2R
∂I∂l
∂2R
∂l2

= φ′RI + (1− θ)
(
∂2R
∂l∂I

)2
∂2R
∂l2

< 0. Therefore,

this shows that dI
dθ

is always of the sign of
[
π′0(I)− ∂R

∂I

]
.�

Now, dω
dI

=

(
φ′ωI − φ′ωl

∂2R
∂l∂I
∂2R
∂l2

)
+

φ′ωθ

[ ∂R∂I −π0(I)]
×
[
φ′RI + φ′Rl

∂2R/∂I∂l
∂2R
∂l2

]
with:

φ′ωI = θ
l

[
∂R
∂I
− π′0(I)

]
φ′ωl = − θ

l2
[R(I, l)− ω0l − π0(I)] + θ

l

[
∂R
∂l
− ω0

]
= − θ

l2

[
R(I, l)− π0(I)− l ∂R

∂l

]
= − θ

l2
[R(I, l)− ω0l − π0(I)]< 0.

Assuming that π′0(I)− ∂R
∂I
> 0, we deduce that φ′ωI < 0. Since φ′ωl < 0 there are two cases.

a) If ∂
2R

∂l∂I
> 0 then the Vrst part of dω

dI
is negative and the second part is of the sign of φ′ωθ but φ′ωθ > 0

and the sign of

then the sign of dω
dI

is not determined.

b) If ∂
2R

∂l∂I
< 0 the sign of dω

dI
is also undetermined since φ′ωI < 0 but−φ′ω`

∂2R
∂l∂I
∂2`
∂l2

> 0.�
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Now, if one writesR(y) = p(y)y and y being a CES production function, p(y) = y−
1
η (see main text),

it is straightforward to show that π′0(I)− ∂R
∂I
> 0 with π0(I) = R(I, 0) is equivalent to

η−1
η
< σ−1

σ
.It

suXces to note that ∂R
∂I

= α
[
1 + ( l

I
)

σ
σ−1

]ασ−σ+1
σ−1

Iα−1. Furthermore, because dl
dI

is of the sign of ∂
2R

∂I∂l
(see

above), employment decreases in Iwhenever η−1
η
< σ−1

σ
.
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Appendix B: Data Description
The Customs File:All movements of traded goods that enter or leave France are declared to the customs

either by their owner or by the authorized customs commissioners. These declarations constitute the basis of all

French trade statistics. Each movement - an operation - generates a record. All records are aggregated Vrst at the

monthly level. In the analysis Vle, these records are only available on an annual basis. They were aggregated at

the Vrm-level using the Vrm identiVcation number, the SIREN. Even though, each individual movement is present

in the base Vles, the resulting Vles are not tractable. Hence, the analysis Vle contains for all exporting or importing

Vrms and for all years, the amount of their total transactions in each year between 1986 and 1992 for each product

of the NAP 100 classiVcation (3-digit equivalent of the SIC code). Transactions are recorded in French Francs and

measure the amount paid by the Vrm (i.e. including discounts, rebates,...). Even though our Vle is exhaustive - all

export or import of goods are present - direct aggregation of all movements diUer from published trade statistics,

the latter being based on list prices. Furthermore, amounts are disaggregated by destinations for the exports and

origins for the imports and by products (at the 3-digit classiVcation level). The geographic classiVcation is the most

detailed possible since we know the exact country of origin or destination. In a previous analysis, I aggregated the

data up to the following country classiVcation:

(a) Germany (b) Spain, and Portugal (c) United Kingdom, Ireland (d) Italy (e) Benelux (f) Other EC countries

(g) Switzerland (h) Eastern Europe countries (i) Turkey (j) Maghreb countries (k) Middle East countries (l) Other

African countries (m) United States of America and Canada (n) Other American contries (o) India (p) China (q)

Asian “Tigers” (Malaysia, Thailand, Taiwan,...) (r) Japan (s) Other countries. These groups of countries have been

further aggregated for this particular study in 4 categories: European Community, Other OECD countries, Low-

wage countries close to France (Eastern Europe and Maghreb), Other low-wage countries (referred in the tables as

far-away low-wage countries) such as India, China,...

In addition, I deVne two groups of imported products. I compare the 3-digit industry of the imported good

with the 3-digit industry of the importing Vrm. If they match, I call this import a “good”. It gives my measure of

oUshoring. If not, I call this import an “intermediary consumption” (IC, as already deVned).

The original Vle has 4,159,208 observations for the period 1986-1992. An observation contains the Vrm identi-

Ver, the year, the transaction value, the product, the origin or the destination. However, I do not know the price

of the transaction. To deWate our measures of Vrm-level trade, I use 4-digit import and export prices computed

for three geographic zones (EC, OECD outside EC, outside OECD) by the statisticians from the French National

Accounts.

OECD export prices:I also use export prices of US manufacturing Vrms. These price indices are based

on OECD computations based on US customs declarations. They are unitary values indices computed as a weighted

average of the ratio of either transaction values or list values to quantities declared by American exporters. All

these values are expressed in US dollars. These indices were aggregated at INSEE from the CTCI classiVcation

to the 3-digit level used in the French NAP (nomenclature d’activités et de produits, 1973) and are available for

four destinations: developed countries including in particular OECD countries; countries from eastern Europe;
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countries from OPEC; and developing countries. These series are available for the years 1961 to 1992 even though

I will restrict to the years 1981 to 1986 (INSEE, 1993).

BAL-SUSE: The BAL-SUSE database is constructed from the mandatory reports of French Vrms to the

Vscal administration. These reports are then transmitted to INSEE where controls and confrontation with various

other data sources (such as the EAE, Enquête Annuelle d’Entreprises) are made. All Vrms subject to the BénéVces

Industriels et Commerciaux regime (a Vscal regime mandatory for all Vrms with a turnover above 3,000,000FF in

1990 and 1,000,000FF in 1990 in the service industries) are included. Roughly 2,000,000 Vrms are present each year

in the database. In 1990, these Vrms comprised more than 60% of the total number of Vrms in France whereas

their turnover comprised more than 94% of total turnover of Vrms in France. The analysis period is 1984 to 1992.

Hence, the BAL-SUSE is dynamically representative of French enterprises in all sectors except the public sector.

From this source, we use balance sheet information (total sales, total labor costs, total wage-bill, sales,value-added,

total purchases, total assets, full-time employment, and, Vnally, the dates of creation and of death, if any). The total

number of observations is greater than 13,000,000. To deWate those variables, I use various industry-level prices,

production, value-added, and wages. All these prices come from French National Accounts using a 2-digit level of

aggregation (24 manufacturing industries, in the NAP classiVcation).

Since the Customs Vle contains only information on the trade of goods – nothing on services – we will essen-

tially focus on Vrms from the manufacturing sectors as well as on Vrms of the trade (retail or wholesale) sectors

that may import goods in place of manufacturing Vrms and, therefore, act as competitors of these manufacturing

Vrms.

The data on workers come from two data sources, the Déclarations Annuelles de Données Sociales (DADS)

and the Echantillon Démographique Permanent (EDP) that are matched. The DADS is a longitudinal dataset based

on Vrm declarations of individual wages to the Vscal administration. An extract of the original information is sent

to the French statistical institute (INSEE) for statistical purposes. It consists of a 1/25th sample of the individuals

based on their date of birth (october of an even year). Information is available whenever these individuals are

employed by a Vrm of the private or the semi-public sector in any given year. Our sample period goes from 1976

to 1996. Data were not computerized both in 1981, 1983, and 1990. The EDP is a collection of sociodemographic

information on individuals and their families. It comes from the various Censuses (1968, 1975, 1982, and 1990) and

from the registers of the Civil Status which collect data on births, deaths, marriages.

The DADS data set: Our main data source is the DADS, a large collection of matched employer-

employee information collected by INSEE (Institut National de la Statistique et des Etudes Economiques) and

maintained in the Division des revenus. The data are based upon mandatory employer reports of the gross earnings

of each employee subject to French payroll taxes. These taxes apply to all “declared” employees and to all self-

employed persons, essentially all employed persons in the economy.

The Division des revenus prepares an extract of the DADS for scientiVc analysis, covering all individuals

employed in French enterprises who were born in October of even-numbered years, with civil servants excluded.33

33Meron (1988) shows that individuals employed in the civil service move almost exclusively to other positions within the civil
service. Thus the exclusion of civil servants should not aUect our estimation of a worker’s market wage equation.
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Our extract runs from 1976 through 1996, with 1981, 1983, and 1990 excluded because the underlying administrative

data were not sampled in those years. Starting in 1976, the division revenus kept information on the employing

Vrm using the newly created SIREN number from the SIRENE system. However, before this date, there was

no available identiVer of the employing Vrm. Each observation of the initial dataset corresponds to a unique

individual-year-establishment combination. The observation in this initial DADS Vle includes an identiVer that

corresponds to the employee (called ID below) and an identiVer that corresponds to the establishment (SIRET) and

an identiVer that corresponds to the parent enterprise of the establishment (SIREN). For each observation, we have

information on the number of days during the calendar year the individual worked in the establishment and the

full-time/part-time status of the employee. For each observation, in addition to the variables mentioned above, we

have information on the individual’s sex, date and place of birth, occupation, total net nominal earnings during the

year and annualized net nominal earnings during the year for the individual, as well as the location and industry

of the employing establishment. The resulting data set has 13,770,082 observations.

The Echantillon Démographique Permanent: The division of Etudes Démographiques

at INSEE maintains a large longitudinal dataset containing information on many sociodemographic variables of

all French individual. All individuals born in the Vrst four days of the month of October of an even year are

included in this sample. All questionaires for these individuals from the 1968, 1975, 1982, and 1990 Censuses are

gathered into the EDP. Since the exhaustive long-forms of the various Censuses were entered under electronic

form only for a fraction of the population leaving in France (1/4 or 1/5 depending on the date), the division des

Etudes Démographiques had to Vnd all the Censuses questionaires for these individuals. The INSEE regional

agencies were in charge of this task. But, not all information from these forms were entered. The most important

sociodemographic variables are however available.34

For every individual, education measured as the highest diploma and the age at the end of school are collected.

Since the categories diUer in the three Censuses, we Vrst created eight education groups (identical to those used in

Abowd, Kramarz, and Margolis, 1999) that are later aggregated in three education groups, labelled low-, medium-,

and high-education. The following other variables are collected: nationality (including possible naturalization to

French citizenship), country of birth, year of arrival in France, marital status, number of kids, employment status

(wage-earner in the private sector, civil servant, self-employed, unemployed, inactive, apprentice), spouse’s em-

ployment status, information on the equipment of the house or appartment, type of city, location of the residence

(region and department). At some of the Censuses, data on the parents education or social status are collected.

In addition to the Census information, all French town-halls in charge of Civil Status registers and ceremonies

transmit information to INSEE for the same individuals. Indeed, any birth, death, wedding, and divorce involving

an individual of the EDP is recorded. For each of the above events, additional information on the date as well as

the occupation of the persons concerned by the events are collected.

Finally, both Censuses and Civil Status information contain the person identiVer (ID) of the individual.

34Notice that no earnings or income variables have ever been asked in the French Censuses.
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Creation of the Matched Data File: Based on the person identiVer, identical in the two datasets

(EDP and DADS), it is possible to create a Vle containing approximately one tenth of the original 1/25th of the

population born in october of an even year, i.e. those born in the Vrst four days of the month. Notice that we do

not have wages of the civil-servants (even though Census information allows us to know if someone has been or

has become one), or the income of self-employed individuals. Then, this individual-level information is matched

with the Vrm-level information. Because we focus on the imports of various goods, we keep all observations of

individuals employed in a manufacturing Vrm at some point during the period 1986 to 1992. The resulting and

Vnal number of observations is 112,682 (when the Vrst measure of quasi-rent is used) and 111,380 (when the quasi-

rent with assets discounted) for whom all time-varying person and Vrm-level characteristics are non-missing.35

Descriptive statistics are given in Table A.1.

Creation of Competition Statistics: More precisely, for each Vrm, I compute a ratio of imports

of intermediates over local purchases and a ratio of imports of Vnished goods over total production. To measure

the import competition that each Vrm faces in its industry, I aggregate the imports using the 3-digit classiVcation

of the imported good. To measure the import behavior of the industry competitors, for each Vrm I compute the

ratio of imports of Vnished goods over production and the ratio of imports of intermediates over local purchases.

Then, I compute percentiles of the resulting statistics by industry aXliation of the importing Vrm (4-digit). These

percentiles measure the extent of import competition in each industry.3637 I use the 99th percentiles of the dis-

tributions of these statistics within each manufacturing industry.38 I also compute total imports of intermediates

and total imports of Vnished goods for each manufacturing industry. Finally, I compute total imports of each good

by trade Vrms (using the industry classiVcation of the importing Vrm). Hence, any particular imported good that

might aUect directly a Vrm’s competitive environment is accounted for. However, because of a lack of adequate

data, I cannot keep track of the behavior of those Vrm’s suppliers that do not belong to the Vrm’s industry.

35And outliers eliminated. Notice that less than a hundred observations have missing information on education. All programs
are available from the author.

36Because the initial data sources are virtually exhaustive (since they are of administrative origins), most Vrms within each
4-digit industry are small and do not import. The resulting distributions are therefore very skewed. To reWect the amount of
imports in any given industry, one needs to use the 95th or the 99th percentiles of these distributions (see Biscourp and Kramarz,
2007 who give a full description all these facts).

37Black and Brainerd (2004) has a somewhat similar setting but their focus is inequality and discrimination.
38To assess robustness of my results, I also compute the 90th and the 95th percentiles of these distributions. As mentioned

previously, the use of such extreme percentiles is justiVed by the extreme skewness of the distribution. The median, for instance,
is almost always zero.
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Appendix C: Endogeneity and Instruments
US export prices as pure demand shocks: I exactly follow Abowd and Lemieux (1993) in es-

timating a supply equation. Hence, I regress the sales of French Vrms on industry-level ouput prices and industry-

level wages. First, I estimate the relation between Vrm-level sales (deWated by industry-level output prices) and

industry-level value-added prices, industry-level wages and time indicators in the cross-section dimension. Then,

I control for Vrm Vxed eUects. Finally, I instrument value-added prices using lagged US export prices (from 1981 to

1986, when my estimation period is 1986 to 1992). The results are presented in Table C.1. In column 1, the relation

between industry-level prices is estimated by OLS. The least squares estimate is negative reWecting the fact that,

in the cross-section, supply shocks dominate demand shocks. However, when Vrm Vxed eUects are introduced

the coeXcient becomes positive and is marginally signiVcant (column 2). Finally, when value-added prices are

instrumented by US export prices the relation becomes strongly positive (column 3).39 The elasticity is equal to

0.458, slightly above the one estimated by Abowd and Lemieux for Canada whereas the impact of wage on sales is

very comparable to theirs.

The instrumentation strategy (principle and tests): To understand the results of Table

4, several points must be discussed. First, all my regressions control for the person-speciVc unobserved hetero-

geneity using the estimated person eUect. More precisely, all estimates, in this table as well as in those that follow,

include an estimated person eUect that results from estimating (9.5) using OLS in which log-earnings are regressed

on a quartic in experience, a time-varying indicator for living in the Paris Region, an indicator for working full-

time, these three variables being fully interacted with sex indicators, and, more importantly here, a person Vxed

eUect and a Vrm Vxed eUect. The full least squares solution for equation (9.5) is obtained using the full sample

of more than 13 millions observations and a conjugate gradient algorithm.40 These last two eUects are then used

in the restricted sample that is analyzed here. The estimated person eUect is directly used in the regression as an

additional control variable whereas the Vrm eUect is used to compute the quasi-rent using equation (9.8). More

precisely, each regression includes the following variables: experience(quartic), marital status, indicators for hav-

ing children below 3, children between 3 and 6, for living in Ile de France, for working part-time, year dummies,

experience in France (for the immigrants), the local unemployment rate, 3-digit industry indicators, the estimated

person-eUect, and a full interaction of the estimated person-eUect with all previous variables (except seniority and

the industry indicators). Most of these variables are not available in the full DADS sample but only in the match

between DADS and EDP.

In Table 4, I use a measure of the quasi-rent that subtracts a measure of the real opportunity cost of capital of 3%

per annum from the measure presented in the theory section (as in Abowd and Allain, 1996; wages are expressed in

1,000 French Francs). As argued in Section 3, because OLS estimates are likely to be aUected by endogeneity biases,

I tested for endogeneity of the main variables of my wage model: Vrm-level quasi-rent, Vrm-level imports of goods

(as a fraction of production), Vrm-level imports of intermediates (as a ratio of local purchases), the competitors

39The estimation is done in Vrst diUerence as in Abowd and Lemieux (1993).
40See Abowd, Creecy, and Kramarz (2002). Notice that I do not correct for the fact that this person eUect is estimated. Since

I know the asymptotic variance of this eUect as well as the covariance with other explanatory variables, I could push in this
direction. However, Vrst attempts at doing so show that this correction would be trivial.
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import behavior (the 99th percentile of the distribution of imports of goods as a fraction of production in the

same 4-digit sector and the 99th percentile of the distribution of imports of intermediates as a fraction of local

purchases in the same 4-digit sector), worker’s seniority, and seniority-square. The test strategy that I use is

very simple. I regress each potentially endogenous variable on the set of instruments (lagged export price indices

of US Vrms to 4 destinations by 3-digit industries) and the wage equation exogenous variables. I compute the

residuals of these regressions and augment the wage equation with these residuals. The exogeneity test amounts

to a zero coeXcient on the residual in this last equation for the variable of interest. For robustness purposes, I

used the two measures of the quasi-rent. Results point to similar conclusions. All variables but quasi-rent and

seniority are exogenous in this person-level wage equation. This result is presented in Kramarz (2007, Appendix

C, Table C.4).. In addition, treating seniority as exogenous does not aUect any of the results presented in this

paper.41. Quasi-rent and seniority are the only variables that have to be instrumented. As explained previously,

this quasi-rent is instrumented with lagged export prices of US Vrms to 4 destinations: OECD countries, eastern

European countries, oil producers, developing countries by manufacturing industry (by 3-digit industry). The

detailed estimates for each instrumenting regression are available from the author, but those for the quasi-rent

variable in Vrms where negotiation on employment takes place are summarized in Table C.2. In Table C.3, for each

instrumenting regression, I present the F-statistics of the nullity of the instruments (the export prices). Because

export prices should be set on the global market, export prices for US Vrms should be correlated with export prices

for French Vrms. Abowd and Allain (1996) provide such evidence although the correlation is not perfect. If it were,

most coeXcients should be positive in this regression: an increase in price for American Vrms means better proVt

conditions for French Vrms. As can be seen in Table C.2, this is not always so. When export prices of US Vrms to

OECD countries increase, the quasi-rent in French Vrms that negotiate on employment with their unions indeed

increases most of the time; French Vrms apparently beneVt from these higher prices. On the other hand, when

export prices to Eastern European countries increase, quasi-rent of these French Vrms often decreases; possibly

indicating increased import competition between French and American Vrms. An increase in export prices to

oil-producing countries is likely to reWect an increase in oil prices. Two eUects are at play, a direct one aUecting

(negatively) proVts in France, a positive one due to increased imports from oil producers. Finally, Table C.3 presents

F-tests for the nullity of the instruments – exports prices of U.S. Vrms – and provides a measure of the quality of

the four instrumenting regressions: quasi-rent in the three regimes and seniority.

41I also estimated wage equations with competitors behavior treated as endogenous variables with no impact on my results.
All these results are available from the author.
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(Imports of goods)/ production (Imports of IC)/ (Local purchases)

Employment between 51 and 80 0.0037 -0.0024
(0.0019) (0.0037)
[0.0020] [0.0061]

Employment between 81 and 250 0.0009 -0.0044
(0.0024) (0.0046)
[0.0035] [0.0071]

Employment above 250 -0.0064 -0.0183
(0.0029) (0.0057)
[0.0063] [0.0283]

Intercept 0.0753 0.1396
(0.0024) (0.0047)
[0.0052] [0.0198]

R-Square 0.8206 0.7659
Number of Observations 101,130 101,130

Notes: Sources: DADS-EDP matched with BAL-SUSE (BRN). Each regression include Vrm indicators (9,950). One observation is

a person-Vrm-year. Standard errors between parentheses. Standard errors adjusting for clustering at the Vrm level between

brackets. Regressions also include time indicators. Only Vrms with more than 30 employees are included in the regression.

Table 9.2: The Auroux Laws Threshold and Imports
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The Role of Negotiations
(Firms’ Quasi-Rent and Workers’ Seniority Instrumented)

Wage Level
Quasi-Rent (neg. on employment) 0.5387

(0.0533)
[0.0660]

Quasi-Rent (neg. on wages, not emp.) 0.0570
(0.0455)
[0.0528]

Quasi-Rent (no neg. on emp. or wages) -0.1241
(0.0702)
[0.0848]

(Imports of goods)/production (neg. on employment) 23.3080
(17.5078)
[31.5429]

(Imports of goods)/production (neg. on wages. not emp.) 30.5606
(7.0047)
[16.9916]

(Imports of goods)/production (no neg. on emp. or wages) 15.2063
(5.3680)
[17.9875]

(Imports of IC)/(Local purchases) (neg. on employment) -55.2317
(16.2249)
[42.3125]

(Imports of IC)/(Local purchases) (neg. on wages, not emp.) 4.3660
(5.3503)
[13.9650]

(Imports of IC)/(Local purchases) (no neg. on emp. or wages) 4.9110
(6.1353)
[13.7938]

Competitors imports of goods (99th perc., sh. of production) (neg. on employment) -46.1815
(7.7865)
[11.9360]

Competitors imports of goods (99th perc., sh. of production) (neg. on wages. not emp.) -8.9339
(2.5897)
[4.5533]

Competitors imports of goods (99th perc., sh. of production) (no neg. on emp. or wages) 7.1101
(3.2461)
[4.9006]

Competitors imports of IC (99th perc., sh. of local purchases) (neg. on employment) -20.6279
(5.0507)
[17.7138]

Competitors imports of IC (99th perc., sh. of local purchases) (neg. on wages. not emp.) 3.0865
(1.7133)
[3.0757]

Competitors imports of IC (99th perc., sh. of local purchases) (no neg. on emp. or wages) 9.5122
(2.9748)
[5.4238]

Chi-square (df=37) 40.5432
Over-identVcation test (p-value) 0.3169

Notes: 37,698 person-year observations. The sample period is 1986-1992. The regression uses a measure of quasi-rent that discounts assets. The regression includes the following variables (coeXcients

unreported): Competitors imports of goods (99th perc., in level), Competitors imports of IC (99th perc., in level) both interacted with 3 negotiations levels, Imports of goods from the trade ind. (sh. of total

purchases), Imports of goods from the trade ind. (total purchases), seniority and seniority-squared, experience(quartic), marital status, indicators for having children below 3, children between 3 and 6, for

living in Ile de France, for working part-time, year dummies, experience in France (for the immigrants), the boat unemployment rate, 3-digit industry indicators, the estimated person-eUect, and a full

interaction of the person-eUect with all previous variables (except seniority and industry indicators). The Quasi-rent. Seniority and Seniority-squared are instrumented by lagged export price indices of US

Vrms to 4 destinations $ US 5 of the same industry as the employing Vrm. The chi-square tests the validity of the instruments. Robust standard errors are between parentheses. Robust standard errors

allowing for clustering at the industry-level are between brackets. Sources: BAL-SUSE for Vrm-level variables. DADS-EDP for individual variables, Customs tile for import measures, OECD for the export

prices. ESS for bargaining outcomes.

Table 9.4: Workers’ Wages: Workers’ Bargaining Power and Firm-Level Imports, Controlling for Com-
petitors’ Imports
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Table B.1

Table C.1

Table C.2



325

Mean Std Dev
Earnings 94.9813 94.8287
Quasi-Rent 83.1629 76.7386
Quasi-Rent (assets discounted) 72.9103 71.5158
(Imports of goods)/production 0.0559 0.1213
(Imports of IC)/(Local purchases) 0.1090 0.2058
(Imports of goods from Europe)/production 0.0412 0.0979
(Imports of goods from other OECD)/production 0.0069 0.0331
(Imports of goods from close low-wage countries)/production 0.0035 0.0253
(Imports of goods from far-away low-wage countries)/production 0.0043 0.0253
(Imports of IC from Europe)/local purchases 0.0842 0.1699
(Imports of IC from other OECD)/local purchases 0.0133 0.0556
(Imports of IC from close low-wage countries)/local purchases 0.0044 0.0311
(Imports of IC from far-away low-wage countries)/local purchases 0.0072 0.0379
Competitors imports of goods (99th perc.,sh. of production) 0.4180 0.2972
Competitors imports of IC (99th perc., sh. of local purchases) 0.4806 0.3003
Competitors imports of goods (99th perc., in level) 442594.4 1555874.0
Competitors imports of IC (99th perc., in level) 147449.3 442278.9
Imports of goods from the trade ind. (sh. of total purchases) 6.3927 5.5426
Imports of goods from the trade industry (total level) 2.4014 10.8722
Person-eUect 0.8119 0.4610
Firrn-eUect 1.5363 1 .1317
Experience 19.5901 11.4992
Seniority 8.3349 8.3874
Experience in France 0.6552 4.0437
Married 0.6010 0.4897
Leaves in couple 0.0628 0.2427
A child between 0 and 3 0.0957 0.2942
A child between 3 and 6 0.0877 0.2829
Leaves in Paris region 0.1228 0.3283
Part-time 0.0822 0.2747
Local unemployment rate 9.7351 2.2694
Male 0.6842 0.4649

Notes: Sources: DADS. EDP, Customs Vle and BAL. 1986-1992. Number of observations: 112,682 for quasi-rent; 111,380 for quasi-rent with assets

discounted and other Vrm-level variables; 112,682 for person-level variables.

Table 9.6: Descriptive Statistics

Firm-level Real Sales
(1) (2) (3)
OLS Firm Fixed EUects IV (in 1st diUerence)

Price of Value-Added (Industry-level) -0.5015 0.1555 0.4580
(0.1046) (0.0443) (0.1756)

Wage (industry-level) 2.3416 0.1664 0.4714
(0.0535) (0.0772) (0.0811)

R-Square 0.0377 0.9673 0.0077
Number of Observations 60,197 60,197 42,402

Notes: Each observation is a Vrm-year. The prices and wages are measured at the 2-digit level (40 industries). The sample period
is 1986-1992. Instruments for the industry-level price of value-added are export prices in US $ for the years 1981-1986 of US

Vrms to 4 destinations.

Sources: BAL-SUSE, French National Accounts. OECD

Table 9.7: Using U.S. Export Prices to Instrument the Price of Value-Added in French Manufacturing
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F-Statistics

Quasi-rent for Firms Negotiating on Employment 32.79
Quasi-rent for Firms Negotiating on Wages, not Employment 23.99
Quasi-rent for Firms Not Negotiating on Employment or Wages 16.92
Seniority 10.82

This Table reports the strength of the instrumenting regression of quasi-rent, for Vrms in various bargaining regimes, and of

seniority, on US export prices. The regression also includes measures of the workers’ employing Vrms imports, of the

competitors imports (both interacted with the negotiation regime), and experience (quartic), marital status, indicators for having

children below 3, children between 3 and 6, for living in Ile de France, for working part-time, year dummies, experience in

France (for the immigrants), the local unemployment rate, the estimated person-eUect, industry indicators (3-digit), and a full

interaction of the person-eUect with all previous variables (except seniority, import variables, and industry indicators). 37,698

person-year observations. The sample period is 1986-1992.

Table 9.9: Strength of the instrumenting Regressions

Table C.3

Table C.4
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10.1 Introduction

Recent years have witnessed a renewed interested in the phenomenon of structural

change. One side of the debate focuses on structural change in the context of devel-

opment and has probably been triggered by the strong performance of a number of

emerging economies. On the forefront of the relevant academic and policy discus-

sions are questions regarding the role of diUerent sectors for successful development

(e.g. The Economist, 2011; Pisano and Shih, 2012; Szirmai, 2012), the question whether

1Views expressed in this chapter are those of the authors and do not necessarily coincide with those of the ITC, UN or WTO.
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success is determined by productivity growth within sectors or by countries’ capac-

ity to move labour from low-productivity to high productivity sectors (Kucera and

Roncolato, 2012; McMillan and Rodrik, 2011), and questions regarding the role of gov-

ernment in driving the process of structural change (e.g. Lin, 2012).

Another side of the debate focuses on structural change in industrialized economies

and this debate is heavily inWuenced by signiVcant employment losses in manufac-

turing in the United States, notably during the past decade. The most frequently

discussed reasons for the strong decline in manufacturing in a number of developed

economies are the oUshoring of manufacturing jobs to emerging economies and tech-

nological change that is labour saving. Another phenomenon that may be behind the

observed decline in manufacturing employment is the increased use of outsourcing

also within countries. With tasks being outsourced, numerous jobs that were previ-

ously counted as jobs in the manufacturing sector will appear as jobs in the services

sector (e.g. in information technology or accounting). The nature of the job hasn’t

necessarily changed, but the employer has.

Although the two above-mentioned sides of the debate take place separately, the phe-

nomena of structural change in developing countries and in the developed world are

potentially linked. If structural change observed in industrialized countries is the re-

sult of oUshoring, structural change in the industrialized world should go hand in hand

with structural change in the developing world, for instance, because manufacturing

jobs in the industrialized world are replaced by manufacturing jobs in the developing

world.

It has been argued that technological progress and the reduction in trade and FDI

barriers have made it possible to cut the production process into pieces and to create

global value chains. Global value chains are being hailed as a new phenomenon and

increasingly as a phenomenon mainly involving industrialized countries and emerg-

ing countries in Asia. An analysis of the time and geographical dimension of struc-

tural change could therefore give useful hints as to the drivers of observed structural

change. If the existence of global value chains aUects the main structure of economies,

we would notably expect signiVcant movements in the relative weight of sectors in

developed countries and in the Asian region and this in particular in the most recent

decade that saw the emergence of China as a major global trader.

Another aspect the two above-mentioned debates have in common is their emphasis

on the relative role of manufacturing and services. It is a stylized fact that the rel-

ative importance of the services sector increases as economies develop. The typical

pattern that has been observed is one where developing countries are characterized



331

by a heavy reliance on agriculture during early stages of development. Growth has

typically been associated with a shrinking of the agricultural sector and a parallel in-

crease of the manufacturing sector. As countries grow further, the relative importance

of manufacturing shrinks and the services sector gains in importance. Two questions

are currently being debated. One debate focuses on the question whether developing

economies can embark on a sustainable growth path driven by the services sector.

The other asks the question whether the shrinking of the manufacturing sector in

some industrialized countries may have gone too far and whether the preponderance

of the services sector is becoming a burden for growth. These debates illustrate that

any analysis of structural change cannot focus on manufacturing only. It also leads to

the question whether structural change is automatically associated with growth.

Another point worth highlighting is that structural change can be discussed in terms

of changes in sectors’ contribution to a country’s value added or changes in its con-

tribution to a country’s employment. In terms of the growth debate, emphasis is

typically put on the former. In the current debate around structural change in indus-

trialized countries, the employment side is typically emphasized. In this paper we will

look at both variables.

This chapter wants to contribute to the ongoing debate by examining structural change

in both developing and industrialized countries in an attempt to distinguish parallels

or diUerences in observed trends. In particular we ask the question whether structural

change in the most recent decade is signiVcantly higher than structural change in pre-

vious decades and whether this phenomenon is observed across the globe. If it is,

structural change in the developing and the developed world may be linked through

the phenomenon of globalization. We also ask the question, whether structural change

is systematically associated with economic growth. Our discussion focuses on the ex-

tent of structural change, i.e. on the amount of economic reshuYing across sectors,

rather than on the direction of structural change.

10.2 Changes in the economic importance of diUerent sectors

10.2.1 Changes in the economic importance of diUerent sectors: the case of

the US

The signiVcant decline of manufacturing in the United States has been receiving a lot

of attention in the public and the academic debate in recent years. Indeed, in absolute

numbers manufacturing employment has declined by around 3 million since the 2001
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recession (Pierce and Schott, 2012). However, when looking at the relative role of the

manufacturing sector in the U.S. economy and its longer run evolution, the changes in

recent years do not appear to be that dramatic. Manufacturing employment has been

declining at a relatively constant rhythm over the past three decades, as reWected in

Table 1. The sector’s share in total employment shrank by over 4 percentage points in

the 1980s and by over three percentage points in the 1990s. In the period preceding the

recent Vnancial crisis, manufacturing employment shrank by around 3.8 percentage

points. The information in Table 1 suggests that the speed of decline in manufacturing

employment observed in the 2000s has been high but not necessarily higher than in

previous decades, notably the 1980s. It also suggests that the Vrst decade of the 2000s

has been characterized by a signiVcant reshuYing of employment across services sub-

sectors and also agriculture employment shrank more signiVcantly than in the other

decades.

When looking at the manufacturing sector in terms of value added, a somewhat dif-

ferent picture arises. In all decades the sector’s role in terms of value added declined

less than in terms of employment. This implies that labour productivity increases in

the manufacturing sector were more important than in other sectors of the economy.

In terms of the overall composition of the economy, the 1980s and the 1990s appear to

have been characterized by more signiVcant change than the 2000s.

Overall, therefore, data in Table 10.1 suggest that the pattern of long-run structural

change has not been particularly interrupted in recent years. Instead, the impression

arises that the US economy is continuing on a path it had already taken in the 1980s

and that entails a continuing relative decline of the manufacturing sector accompanied

by an increased weight of the services industry.

10.2.2 Changes in the economic importance of diUerent sectors: the global

level

In many industrialized countries, including the United States, the decline of the man-

ufacturing sector has gone hand in hand with increased imports from the developing

world. This has led to the popular belief that manufacturing jobs in industrialized

economies are being replaced by manufacturing jobs in the developing world - and

in particular in China - as part of the development process taking place in the latter.

Although this is probably partly true, Table 10.2 and Appendix Tables illustrate that

observed changes in the sectoral composition of economic activity are far more com-

plex than what would be expected from a pure oUshoring story. Table 10.2 reWects
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changes in the sectoral distribution of value added and employment in the four main

exporting economies in the early 2010s: China, Japan, Germany and the United States.

Appendix Tables 10.8 through 10.10 reWect the same information for the remaining

G-20 countries, which notably includes the other BRICS (Brazil, Russian Federation,

India and South Africa) and three of the four so-called MINTs (Mexico, Indonesia and

Turkey).2

With respect to sectoral allocations, the tables reWect a general trend of shrinking

agricultural and manufacturing sectors both in terms of value added and employment,

while the economic weight of services sectors tends to increase3. But within this

overall picture, a number of notable diUerences arise across countries. Within the

BRICS group the relative shift towards "business services, Vnance and public sector

services" has been much more signiVcant in China, the Russian Federation and South

Africa than in Brazil and India. Brazil stands out for the relatively timid decline in the

weight of its agricultural sector.

When focusing on manufacturing, it is interesting to note that China, the “world’s fac-

tory”,4 has experienced a decline in the relative weight of manufacturing employment

in the 1990s. The sector’s weight in GDP was relatively stable over the past decades.

In Indonesia - a country with a labour market size similar to the one of the U.S. - the

sector’s weight has increased both in terms of value added and employment. The Ko-

rean case is truly exceptional, as it is the only industrialized country that experienced

an important increase in the manufacturing sector’s weight in GDP accompanied by

a signiVcant decrease of the sector’s weight in terms of employment.

It may come as a surprise that the weight of manufacturing in China’s economy has

declined both in terms of employment and –to a lesser extent - in terms of value

added during the 1990s. However, this is a commonly observed empirical fact which is

speciVc to China. When looking at total manufacturing output as a share of GDP, most

Southeast Asian countries such as Indonesia, Malaysia, and Thailand have experienced

constant growth since the 60’s. But for China, such trend was not observed until late

70’s and early 80’s, and in fact it has been declining since (Haraguchiand Rezonja,

2009). Also, in terms of employment the share of manufacturing in total employment

has remained rather stable in China in recent years (Chen and Hou, 2008).

In this paper, though, we are interested in the extent of structural change rather than

in the direction of structural change. We are notably interested in knowing whether

the rise of China as an exporter has coincided with a signiVcant reshuYing of eco-

2 The N stands for Nigeria, that is not a member of the G-20.
3See also Naude et al. (2013) on patterns of structural change in BRICS countries.
4 METI White Paper Year 2001, p.27.
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nomic activity and production factors across sectors. In this context, let’s recall some

Vgures: China’s exports represented around 2% of world exports in 1990, 4% in 2000

and close to 12% in 2010. The country became a full WTO member in 2001. China’s

rise as a global trader, therefore tookmainly place in the Noughties. If other economies

merely adjusted to the rise of China, we would expect to see a signiVcant amount of

reshuYing of economic activity in the 2000s.

When it comes to levels of change in economic activity, though, it is not the case that

industrialized countries have systematically experienced higher declines in manufac-

turing employment in the 2000s than in other decades. Among the countries for which

suXcient data is available, only India, Mexico and possibly the United States (the data

in table 10.2 do not include the years 2009 and 2010) experienced their highest decline

in employment in the 2000s. Interestingly, also the third NAFTA country, i.e. Canada,

experienced higher declines in manufacturing employment in the 2000s than in the

1990s. Japan, Germany and Korea, instead, went through signiVcant labour shedding

in manufacturing in the 1990s. All three countries have trade surpluses with China

and are considered to be successful manufacturing exporters5.

As for China itself, the country appears to have gone through signiVcant reshuYing

(in terms of value added) in the 1980s and 1990s and a relatively calm period in the

2000s. The main shift observed in the 1990s was a shift away from agriculture and

towards services. Also other countries are characterized by decades in which activity

in manufacturing remained relatively stable but major shifts took place between the

agricultural sector and services (see, for instance, employment shifts in Japan in the

1980s). Focusing on activity in the manufacturing sector alone, would therefore lead

to an incomplete picture of structural change.

10.3 Measuring Structural Change

One of the phenomena emphasized in policy discussion around the recent waves of

globalization is the phenomenon of increased speed of change. Among trade economists

the term ‘kaleidoscopic changes in comparative advantage’ is frequently used (e.g.

Bhagwati, 2005). In order to analyse the speed of change in the composition of em-

ployment or value added, a measure needs to be used that includes information on all

sectors and that is comparable across countries.

5Based on trade data from UN Comtrade for the year 2011 and in line with WTR (2013). South Korea, Japan and Germany
also appear to be front runners when it comes to modernizing production processes. In 2012, the number of industrial robots per
employee used in manufacturing in Germany was close to double the number used in the United States (The Economist, 2013).
The number of robots per employee used in Japan and South Korea was signiVcantly higher.
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10.3.1 The Structural Change Index

In this paper, we measure structural change in a country by the so-called Structural

Change Index (SCI) deVned as follows:

SCIt =
1

2

∑
i

∣∣x̄i,t − xi,t∣∣
where:

x̄i,t =
1

N

N∑
n=1

xi,t+1−n and xi,t =
1

N

N∑
n=1

xi,t−T+n

xi,t reWects the share of sector i value added in total value added at time t. T reWects

the length of the period over which structural change is measured. In this paper we

will focus on structural change over a 10 years period and T will take the value 10.

Averages at the end and at the beginning of the any decade have been used in order to

smoothen out year-speciVc eUects. We use Vve year averages in this paper (N = 5) but

the results presented here are robust to smaller values of N 6. The Structural Change

Index has previously been used in Productivity Commission (1998) and in Bacchetta

and Jansen (2003)7.

The factor of one half in front of the summation sign normalizes the index to range

from 0 to 1. To see this intuitively, consider an economy consisting of only two in-

dustries (i = 1, 2). Assume that during the Vrst half of the decade ending at t all the

economic activities are concentrated in industry 1, so x1,t = 100% and x2,t = 0. One

extreme case is that there is no structural change at all over the time period speciVed

and things remain the same also in the last 5 years of the decade (x̄1,t = 100% and

x̄2,t = 0). Using the deVnition we get SCIt = 0. On the other hand, if the structure of

the economy completely reverses where all economy activities switch from industry

1 to industry 2 (x̄1,t = 0 and x̄2,t = 100%), we will have maximum structural change.

Given the deVnition we will get SCIt = 1.

The Structural Change Index represents a measure of the extent of structural change

that has taken place over the analysed period. Expressed in percentages, it reWects

which share of the economy has shifted sectoral allocation, i.e. to which extent

economic activity has changed its focus. The SCI does not indicate the direction of

change, i.e. it does not say whether economic activity has moved away from man-

ufacturing towards services or vice versa. It merely indicates how much reshuYing

has taken place. One of the advantages of using the SCI is that it is a measure that

can easily be compared across countries. Another advantage is that it captures reshuf-

6Results forN = 3 are available upone request.
7 Francois et al. (2011) also refer to the measure without calling it SCI.
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Wing across all sectors of the economy rather than focusing on the decline or rise of

individual sectors.

To construct the SCI we use data on sectoral and total value added, total exports and

imports of goods and services in current national currency price from the UN National

Accounts Main Aggregates Database. Part of the data on China come from the World

Bank Database. The employment data we use follow Kucera and Roncolato (2012), and

are collected from the ILO Laborstat Database. Our goal is to cover most economies for

each year under the constraint of data availability. Our Vnal dataset is an unbalanced

panel of 80 countries, ranging from 1970 to 2010.

The level of disaggregation chosen to measure structural change is based on the 1-

digit ISIC Rev 3 classiVcation and thus uses data for seven economic sectors given the

disaggregation of the UN data: (i) agriculture, hunting, forestry and Vshing (ISIC Rev

3 A & B); (ii) mining and utilities (ISIC Rev 3 C & E); (iii) manufacturing (ISIC Rev 3 D);

(iv) Construction (ISIC Rev 3 F); (v) wholesale, retail trade, restaurants and hotels (ISIC

Rev 3 G & H); (vi) transport, storage and communication (ISIC Rev 3 I); and (vii) other

activities (ISIC Rev 3 J-P). This last group includes ’business activities’, a grouping that

in turn captures the majority of IT services activities. Other activities included in this

grouping are Vnance, housing services, personal and public sector services.

We calculate the main SCI using sectoral value added data. Since the change in indus-

try structural within a country is inevitably accompanied by the movement of labour

across industries, we also calculate SCI using employment data to measure the ag-

gregate adjustment of work force. Note that the value added SCI reWects the sectoral

changes in employment, as well as changes in labour productivity at the sectoral level.

10.3.2 Structural change over the past three decades

When looking at the structural change index for the United States, a similar picture

arises as from the sectoral discussions above: structural change in terms of value

added has not increased over the past three decades. In terms of employment, how-

ever, there appears to have been an acceleration in the most recent decade, an ac-

celeration that appears more clearly when examining the evolution of the structural

change index than when focusing merely on changes in the size of manufacturing in

Table 10.3.

This pattern does not necessarily hold for other developed countries as indicated in

Table 10.4. On average, structural change in terms of employment has not been higher

in the 2000s than in the previous decades. The structural change index for the 2000s

only includes data until 2007 and the value may therefore end up being higher once
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the Vnal years of the decade are included. It is nevertheless the case that the diUer-

ence between change in the most recent decade and previous decades is clearly more

pronounced in the U.S. case.

A number of other points are worth highlighting in table 10.4 below. The one region

that clearly stands out in terms of the structural change index is the ‘other Euro-

pean countries’ region that mainly consists of former communist countries.8 These

countries went through a fundamental regime change in the 1990s, the economic con-

sequences of which are clearly reWected in the structural change index, both in terms

of value added and in terms of employment. Also Asian and ‘other countries’ went

through signiVcant change in terms of employment in the 1990s with the 1980s and

the 2000s being a calmer period. This is in line with Vndings in other literature em-

phasizing that the 1990s has been a period of signiVcant change in the Asian region.

More generally, structural change seems to be lower in the developed country group

than in other country groupings, which could reWect that more mature economies are

less prone to change. In the case of Latin America, though, it is interesting to note

that levels of change in labour markets (Table 10.5) are more similar to those in the

developed world than those in other developing or emerging regions.

A point worth mentioning is that international trade literature has documented the

response of industrial structure of developed countries to the rising of the developing

world. Notably Pierce and Schott (2012) investigates the causal relationship between

the decline in the U.S. manufacturing employment in the early 2000s and the rise of

China as a major trading partner based on a tariU policy change where the U.S. granted

to China Permanent Normal Trade Relations (PNTR). While our Vndings agrees with

theirs in that the U.S. manufacturing industry has experienced consistent decline both

in employment and productivity starting 2001, our results also suggest that the man-

ufacturing employment in China has also shrunk in the 2000s, and the reshuYing of

labour across sectors in Asia including China in the 2000s is relative moderate com-

pare to 1990s, which seems to contradict with the story of Pierce and Schott that China

became a major manufacturing exporter to the U.S. after its accession to the WTO in

2001. However, our analysis indicates Chinese manufacturing industry exhibited sig-

niVcant increase in terms of value added, implying large productivity gains. Therefore,

we would argue that China’s rise in manufacturing in the early 2000s was to a large

extent due to a higher sectoral productivity, instead of simple expansion in size.

8 See Appendix I for detailed information on the country groupings.
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10.3.3 Is all structural change good for growth?

In order to get a Vrst sense for the relationship between structural change and growth,

we plotted structural change indices against average growth for individual countries

within the country groupings applied in the above tables. The scatter plots below

reWect SCIs in terms of value added for three regions: developed, Asian and Latin

America. Markers’ shapes indicate values for diUerent decades. At the Vrst sight, no

general pattern seems to arise regarding the relationship between structural change

and growth. Indeed, diUerent patterns arise across regions.

In the developed world, the values taken by the structural change index are similar

across decades. Average growth rates, instead, tended to be lower in the 2000s than

in the previous decades. If structural change is costly, then the 2000s may have been

characterized by change representing a higher burden on economies, as the cost of

change had to be borne with lower economic growth.

Insert Figure 10.1 here.

Note: Average GDP growth is based on the author’s calculation fromWorld Bank GDP

data.

The picture arising in Asia is slightly diUerent. In that region, growth rates have

remained relatively stable across the decades, but structural change has diUered. In

terms of value added, more reshuYing appears to have been taking place in the 1980s

than in the succeeding two decades. Figure 10.2 would therefore also suggest that

there is no stable relationship between structural change and growth, albeit for diUer-

ent reasons than in developed economies.

The scatter plot for Latin America suggests that there may be a negative relationship

between growth and structural change. In Latin America, the 1980s were marked by

high levels of structural change. At the same time, growth levels were relatively low.

In Eastern Europe - not depicted in the chart - a similar phenomenon took place in the

1990s, when high levels of change where accompanied by low growth.

Insert Figure 10.2 here.

Note: Average GDP growth is based on the author’s calculation fromWorld Bank GDP

data.

Insert Figure 10.3 here.

Note: Average GDP growth is based on the author’s calculation fromWorld Bank GDP
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data.

10.4 Determinants of structural change

10.4.1 Periods and regions with signiVcant structural change

The above discussion indicates that levels of structural change diUer across periods

and across regions. Although no general pattern seems to emerge regarding the rela-

tionship between growth and structural change, in some regions high levels of change

may have been associated with low growth. In the following, we test the signiVcance

of these relationships in a simple econometric exercise in which the structural change

index is the dependent variable. We include decade dummies into the exercise to see

whether speciVc decades were characterized by higher structural change. We also in-

clude regional dummies to see whether individual regions are prone to more change.

We control for GDP per capita as we expect there to be a negative relationship be-

tween GDP per capita and structural change.

We conduct a Vrst set of regressions using the value added SCI as a dependent vari-

able. The Vrst two regressions in Table 10.6 are meant to provide an indication as

to whether regional diUerences or periods of observation matter more for structural

change. It turns out that the decade dummies are not signiVcant in regression (1),

whereas the dummy for the “Europe-other region” clearly is in regression (2)9. The

R-square is signiVcantly higher when regional dummies rather than decade dummies

are included. It is also interesting to note that GDP per capita has the expected nega-

tive sign and is signiVcant in the regression with only decade dummies. The variable

looses signiVcance when regional dummies are included.

These Vrst Vndings suggest that structural change has not happened in parallel across

the globe, but that diUerent regions have been characterized by diUerent patterns of

change. The structural change that took place in the former communist European

countries in the 1990s appears to have been the single major event in terms of struc-

tural change in recent decades when structural change is measured in terms of value

added.

This Vnding is conVrmed when region-decade dummies are included in the regres-

sion. The results reported in column (3) reconVrm that structural change in the “other

Europe" region was particularly high in the 1990s. Column (3) also reveals that the

Latin American region has, on average, gone through more structural change than the
9 The “Europe-other” group includes Azerbaijan, Bulgaria, Croatia, Cyprus, Estonia, Georgia, Hungary, Kazakhstan, Kyrgyzs-

tan, Latvia, Lithuania, Moldova, Poland, Romania, Russian Federation and Turkey.



340

developed world.10 This is the case for the 1980s and – to a lesser extent - the 1990s.

While the 2000s have been marked by a slowdown in change, as indicated by the

negative and signiVcant coeXcient for the interaction between the region and decade

dummy in regression (3).

When replicating the exercise using employment data, the Vndings reported in col-

umn (4) suggest that the 1990s and 2000s were characterized by a somewhat higher

degree of reshuYing than the 1980s. The Vndings reported in column (6) suggest that

this result is mainly driven by major labour market reshuYing in the other European

countries in the 1990s and also (albeit to a lesser extent) in the 2000s. Interestingly,

this regression also reveals that the Asian region went through major labour market

reshuYing in the 1990s, in the decade preceding China’s accession to the WTO.11

10.4.2 Growth and structural change

In order to assess the relationship between growth and structural change we include

a growth variable into the regressions, where growth is measured as the average GDP

growth in the decade for which structural change is measured. The decades or regional

dummies included in the dummy help us to control to a certain extent for possibly

problems of endogeneity within this rather simple econometric exercise.

GDP per capita has systematically the expected negative sign and is signiVcant in the

regressions reported in Table 10.7. The results for the other variables (already reported

in table 10.6) remain stable when including the growth variable. We Vnd that the

growth variable alone is insigniVcant in most of our regressions. This conVrms that

intuition arising from the scatter plots presented before, i.e. that there is no signiVcant

relationship between structural change and growth. Structural change can take place

in a context of positive, no or negative growth. If the latter is the case, this may be

rather burdensome for the populations concerned.

Including regional interactions terms with growth stretches the ability of our dataset

to capture variations rather far, but we nevertheless report the Vndings of the rel-

evant regressions in columns (3) and (6) respectively. In all regressions the former

communist European countries are found to have undergone more signiVcant struc-

tural change than developed and other regions. When examining structural change in

terms of employment, the interaction terms with growth is signiVcant and negative

for those countries, while it is weakly signiVcant (at the 15% level) and positive for

Asian economies. In Latin America, instead, it is structural change in terms of value
10 No dummy for developed countries is included in the regressions. The coeXcients for the other regional dummies therefore

provide information on deviations from developed country performance.
11 For the group “other countries”, data availability only allows us to include an interaction term for the last decade.



341

added that is negatively associated with growth. The Vndings for Asia go in the di-

rection of the Vndings in McMillan and Rodrik (2011) that Asia has outshone other

regions in terms of growth enhancing ’structural change’, measured by employment

reallocation eUects in their paper.

10.5 Conclusions and Policy Implications

In this chapter we examined structural change in both developing and industrialized

countries in an attempt to distinguish parallels or diUerences in observed trends. In

particular we asked the question whether structural change has speeded up in the

most recent decade - characterized by the rise of China as a global trader in the Vrst

decade of the 2000s - and whether this phenomenon is observed across the globe. We

also ask the question, whether structural change is systematically associated with eco-

nomic growth. Our discussion has focused mostly on the extent of structural change

rather than on the direction of structural change.

We measure structural change by the structural change index that reWects the per-

centage of economic activity that is being reshuYed across sectors. Our data analysis

reveals that in the United States structural change in terms of value added has followed

a rather stable pattern in the past decades. Structural change was low in the 1970s but

then remained around 0.06 in each of the three following decades. When structural

change is measured in terms of employment, however, change has been particularly

high in the most recent decade, a phenomenon that has also been highlighted in other

studies of the U.S. labour market, including the seminal paper by Autor et al. (2013).

Increased labour reshuYing in the beginning of this century is, however, not a global

phenomenon. Periods of high structural change have diUered across regions, but the

1990s tend to stand out as a period of high structural change. An econometric exer-

cise spanning a period of three decades notably shows that the restructuring that took

place in the former communist European countries during the 1990s by far outper-

forms change observed elsewhere. In addition, Asian economies have been character-

ized by a signiVcant amount of reshuYing in terms of employment in the 1990s.

In this paper we use aggregate data to distil a number of aggregate trends and to

examine whether these trends have diUered signiVcantly across regions and time. Any

policy conclusions drawn from such an exercise have to be taken with caution and

should ideally be backed up with additional micro-econometric analysis. Yet this “big

picture” may nevertheless provide useful guidance to the extent that it contributes to

reWections on drivers of change and adjustment to change.
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In the past three decades, the most important global change in economic policy has

arguably been the opening up of communist countries to global trade and investment.

These changes took mainly place in the late 1980s and the early 1990s. In a number of

Central European countries processes of economic integration went hand in hand with

changes in political regimes in the late eighties or early nineties. In China, instead,

this change took place to a large extent through unilateral changes in economic policy

and through adhesion to the World Trade Organization,12 a process that started in

the second half of the eighties and culminated in China’s accession to the WTO in

December 2001. The decade following this accession was characterized by a dramatic

increase of exports from China to the rest of the world. While Chinese exports boomed

in the Vrst decade following WTO accession, FDI inWows into the country had already

increased signiVcantly before from an average of 1.8 billion US dollars annually in the

1980s, to 28 billion USD in 1993, 53 billion USD in 2003 and 114 billion USD in 201013.

Indeed, China’s jump in becoming one of the main global recipients of FDI took place

in the early 1990s, as it has kept its position as a recipient of around one tenth of global

FDI ever since.

Taking into account the above described changes, the aggregate-level analysis carried

out in this paper suggest the following policy conclusions.

First, our Vnding that structural change is not automatically associated with produc-

tivity increases and growth suggests that ‘managing change’ is an important chal-

lenge for policy makers. While “change management” is a standard concept in project

or business management, it is not a theme commonly analysed in economics. Our

Vndings suggest that it may be worthwhile to reconsider this.

Second, while much of the policy discussion regarding the eUect of China on labour

markets focuses on the Vrst decade of the 2000s, the changes that have triggered these

eUects seem to have largely taken place in the 1990s. The 1990s were globally a pe-

riod of major structural change, reWecting above all the economic changes that took

place in Central Europe and Asia. The 1990s witnessed a major surge in FDI to China

and witnessed an increase in the long-term elasticity of trade with respect to income

(Constantinescu et al. (2015)). The structure of FDI Wows stabilized in the 2000s and

the long-term elasticity of trade went down again. This suggests, that in order to see

another phenomenon of the scale witnessed in the 1990s, the economic integration

of other economies of signiVcant size would be needed. Candidates for such a driver

of change could be the African continent, or major economic shifts in large countries

12In 1986, China formally submitted to the GATT Secretariat a request of resumption of China’s status as a contracting party
to the GATT and in 1995 China formally requested to accede to the WTO.

13Values taken from World Investment Report 1995, 2005 and 2014.
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like Brazil or India.

Third, among the main trading nations, Germany, Japan and South Korea have sys-

tematically been running trade surpluses with China, while the United States has run

trade deVcits. Germany, Japan and South Korea all went through major reshuYings

in their labour markets in the 1990s, while in the United States this reshuYing has

to a larger extent taken place in the 2000s. This suggests that it may be important to

pre-empt change in order to remain competitive as an exporter.
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Employment Value added

1980s 1990s 2000-08 1970s 1980s 1990s 2000-08
Agriculture, hunting, forestry and Vshing -0.7 -0.3 -1.07 -0.49 -0.52 -0.96 0.17
Mining and utilities -0.46 -0.49 -0.05 2.55 -2.03 -1.99 1.06
Manufacturing -4.13 -3.22 -3.81 -3.16 -3.06 -2.87 -2.68
Construction 0.28 0.44 0.57 -0.31 -0.38 0.37 -0.27
Wholesale, Retail, Trade, Restaurants and Hotels 0.39 -0.14 0.32 -0.79 -0.75 -1.41 -1.46
Transport, storage and communication 0.39 0.59 -1.66 -0.03 -0.62 -0.12 -0.62
Business activities, Vnance,

4.22 3.12 5.7 2.24 7.37 6.98 3.8
housing, personal and public sector services

Source: Authors’ calculation using data from the UN National Accounts Main Aggregates Database

Table 10.1: Percentage point changes of sectors’ contribution to the US economy
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Country Decade Sec 1 Sec 2 Sec 3 Sec 4 Sec 5 Sec 6 Sec 7

Value Added

China

1970s -5.13 0.69 6.71 0.59 -2.00 -0.54 -0.33
1980s -3.35 0.79 -8.03 0.09 3.60 1.87 5.04
1990s -11.76 3.76 -0.08 1.17 1.48 -0.35 5.78
2000s -4.29 0.45 0.79 0.19 -0.42 -0.72 4.01

Germany
1980s -0.79 -0.54 -1.45 -1.52 -0.56 -0.27 5.14
1990s -0.21 -0.81 -4.85 -0.88 1.11 -0.20 5.83
2000s -0.15 0.77 -0.07 -1.07 -0.71 0.27 0.97

Japan

1970s -2.10 0.36 -6.84 1.42 0.51 -0.60 7.25
1980s -0.93 -0.41 -1.01 0.79 -1.69 0.29 2.96
1990s -0.61 0.01 -4.39 -2.37 0.77 0.30 6.28
2000s -0.36 -0.73 -1.64 -1.35 2.72 1.28 0.07

United States

1970s -0.49 2.55 -3.16 -0.31 -0.79 -0.03 2.24
1980s -0.52 -2.03 -3.06 -0.38 -0.75 -0.62 7.37
1990s -0.96 -1.99 -2.87 0.37 -1.41 -0.12 6.98
2000s 0.17 1.06 -2.68 -0.27 -1.46 -0.62 3.80

Employment

China 1990s -4.24 -2.22 1.85 3.12 0.71 0.78

Germany
1990s -1.50 -0.93 -7.71 1.48 3.35 -0.67 5.98
2000s -0.45 -0.03 -1.35 -2.01 -0.09 0.06 3.88

Japan
1980s -3.20 -0.16 -0.55 -0.47 0.16 -0.31 4.53
1990s -2.16 0.03 -3.59 0.74 0.25 0.43 4.31
2000s -0.84 -0.05 -2.01 -1.68 0.82 -0.26 4.03

United States
1980s -0.70 -0.46 -4.13 0.28 0.39 0.39 4.22
1990s -0.30 -0.49 -3.22 0.44 -0.14 0.59 3.12
2000s -1.07 -0.05 -3.81 0.57 0.32 -1.66 5.70

Sec 1: Agriculture, hunting, forestry and Vshing.
Sec 2: Mining and utilities.
Sec 3: Manufacturing.
Sec 4: Construction.
Sec 5: Wholesale, Retail, Trade, Restaurants and Hotels.
Sec 6: Transport, storage and communication.
Sec 7: Business activities, Vnance, housing, personal and public sector services.
Source: Authors’ calculations using data from the UN National Accounts Main Aggregates Database
and World Development Indicators (World Bank).
Note: The last year of information used for the decade of the 2000s is 2008 reWecting restrictions in
the dataset for employment.

Table 10.2: Percentage point changes of sectors’ contribution to selected major exporting economies.
decades

Employment Value Added

1970s 0.0272
1980s 0.0534 1980s 0.0685
1990s 0.0431 1990s 0.0672

2000-08 0.0634 2000-10 0.0539

Table 10.3: Structural change (SCI) in the United States, decades
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Years Mean Min Max

Developed Countries

1980s 0.0682 0.0353 0.1219
1990s 0.0652 0.0246 0.1464
2000s 0.0696 0.016 0.1541

Other European Countries

1980s 0.0910 0.0495 0.1372
1990s 0.1657 0.0947 0.2456
2000s 0.0953 0.0207 0.2185

Asian Countries

1980s 0.0939 0.0475 0.1674
1990s 0.0891 0.0215 0.2233
2000s 0.0838 0.0434 0.2436

Latin American Countries

1980s 0.0943 0.0102 0.2391
1990s 0.0828 0.0389 0.1427
2000s 0.0762 0.0236 0.1373

Other Countries

1980s 0.1261 0.0544 0.2633
1990s 0.0834 0.0522 0.1051
2000s 0.0874 0.0518 0.1428

Table 10.4: Summary Statistics of 10-Year SCI (Value Added)

Years Mean Min Max

Developed Countries

1980s 0.0755 0.0449 0.1213
1990s 0.0675 0.0254 0.1269
2000s 0.0659 0.0429 0.1078

Other European Countries

1980s 0.0842 0.0571 0.1113
1990s 0.1651 0.0949 0.2356
2000s 0.1079 0.0431 0.2357

Asian Countries

1980s 0.081 0.0301 0.1709
1990s 0.1107 0.0404 0.1805
2000s 0.0846 0.0334 0.1401

Latin American Countries

1980s 0.0626 0.0361 0.0998
1990s 0.0756 0.0406 0.1104
2000s 0.0718 0.0486 0.1086

Note: data up to 2008 were used to com-
pute values for the 2000s.
Note: we do not consider the group
‘Other Countries’ because of reduced
data availability.

Table 10.5: Summary Statistics of 10-Year SCI (Employment)
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SCI Value Added SCI Employment

(1) (2) (3) (4) (5) (6)

1990s 0.0049 -0.0030 0.00896* -0.0053
2000s 0.0006 0.0049 0.00846* 0.0004

Asia 0.0067 0.0103 0.0056 -0.0079
LAC 0.0063 0.0195* -0.0013 -0.0026
Europe other 0.0382*** -0.0037 0.0197** -0.0091
Other 0.0125 0.0289

1990s×Asia -0.0058 0.0249*
2000s×Asia -0.0092 0.0171
1990s×LAC -0.0173 0.0073
2000s×LAC -0.0261** -0.0021
1990s×Europe other 0.0731*** 0.0602***
2000s×Europe other 0.0219 0.0252*
1990s×Other -0.0322
2000s×Other -0.0208

GDP per capita -0.00818*** -0.0039 -0.0044 -0.00581*** -0.00315* -0.0029

Constant 0.0603*** 0.0460*** 0.0469*** 0.0453*** 0.0438*** 0.0449***

Observations 217 217 217 128 127 127
R-squared 0.096 0.2 0.324 0.136 0.196 0.339

*** p<0.01, ** p<0.05, * p<0.1
Source GDP data: World Bank
Note: we exclude from models (4) and (5) the only observation available for the Other Countries category, i.e. Egypt.

Table 10.6: Explaining structural change in terms of value added
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SCI Value Added SCI Employment

(1) (2) (3) (4) (5) (6)

GDP per capita -0.00975*** -0.00483* -0.00416 -0.00633*** -0.00321* -0.00380**
GDP Growth -0.362** -0.302 0.149 -0.154 -0.122 0.0603

1990s 0.00317 0.00911*
2000s 0.00348 0.0103**

Asia 0.0147 0.00356 0.00789 -0.02
LAC 0.00506 0.0233* -0.000816 -0.00202
Europe other 0.0338*** 0.0489*** 0.0200** 0.0314***
Other 0.014 0.025

Asia×GDP Growth -0.046 0.461^
LAC×GDP Growth -0.640** -0.0293
Europe other×GDP Growth -0.571 -0.401*
Other×GDP Growth -0.399

Constant 0.0731*** 0.0564*** 0.0431*** 0.0507*** 0.0476*** 0.0438***

Observations 217 217 217 128 127 127
R-squared 0.167 0.242 0.267 0.16 0.212 0.212

*** p<0.01, ** p<0.05, * p<0.1, ^ p<0.15
Source GDP data: World Bank
Note: we exclude from models (4) and (5) the only observation available for the Other Countries category, i.e. Egypt.

Table 10.7: Growth and structural change



350

10.6 Appendix

Country Groups

Developed: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Ger-

many, Greece, Iceland, Ireland, Israel, Italy, Japan, Luxembourg, Malta, Nether-

lands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, United King-

dom, United States.

Asia: China India, Indonesia, Korea, Malaysia, Mongolia, Myanmar, Pakistan, Philip-

pines, Singapore, Thailand.

Europe other: Azerbaijan, Bulgaria, Croatia, Cyprus, Czech Republic, Estonia, Geor-

gia, Hungary, Kazakhstan, Kyrgyzstan, Latvia, Lithuania, Moldova, Poland, Ro-

mania, Russia, Turkey.

LAC: Argentina, Bahamas, Barbados, Bolivia, Brazil, Chile, Colombia, Costa Rica,

Cuba, Dominican Republic, El Salvador, Jamaica, Mexico, Nicaragua, Panama,

Peru, Puerto Rico, Trinidad and Tobago.

Other: Egypt, Mauritius, Morocco, Saudi Arabia, South Africa.
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Sectors’ contributions to selected G20 economies

Country Decade Sec 1 Sec 2 Sec 3 Sec 4 Sec 5 Sec 6 Sec 7

Argentina
1980s 1.70 1.64 -2.90 -4.22 -1.06 0.72 4.15
1990s -3.06 0.38 -8.97 0.58 0.99 3.84 6.24

2000-05 4.43 2.46 5.63 -0.09 -2.09 -0.01 -10.33

Australia

1970s -0.64 3.48 -5.30 -0.66 -1.52 -0.77 5.41
1980s -2.47 -1.29 -5.04 -0.88 3.16 1.25 5.27
1990s 0.33 -1.06 -1.67 -1.63 0.00 -0.08 4.10

2000-08 -1.34 3.86 -2.99 2.05 -1.36 -0.53 0.31

Brazil

1970s -3.35 -3.02 5.91 2.85 -8.12 4.55 0.69
1980s 1.87 4.35 -7.73 -1.19 -1.18 -3.35 7.68
1990s -4.53 0.64 -8.31 -1.55 11.26 3.56 -1.09

2000-07 -0.04 0.93 -0.19 -0.66 1.38 0.16 -1.58

Canada

1970s -0.42 4.42 -2.89 0.04 -1.08 -0.71 0.63
1980s -1.18 -3.92 -1.88 -0.57 1.24 -0.92 7.23
1990s -0.59 1.45 2.29 -1.84 -1.23 -0.14 0.06

2000-08 -0.37 3.94 -7.27 2.16 0.22 -0.08 1.41

France

1970s -3.61 0.65 -1.91 -0.43 -0.37 0.35 5.32
1980s -0.56 -0.24 -3.01 -1.15 1.39 -0.57 4.15
1990s -1.26 -0.36 -2.41 -1.47 -0.12 0.10 5.51

2000-08 -0.37 -0.40 -2.13 1.32 -0.76 0.21 2.14

India

1970s -6.67 1.31 2.54 0.08 3.09 0.30 -0.66
1980s -6.82 1.57 0.94 0.89 0.92 2.22 0.29
1990s -6.74 -0.18 -1.46 0.44 1.98 1.21 4.75

2000-08 -5.57 -0.45 -0.17 2.68 2.30 0.12 1.08

Indonesia

1970s -22.33 18.51 3.04 2.35 -2.61 1.36 -0.33
1980s -5.92 -12.68 9.46 -0.19 2.35 1.73 5.24
1990s -1.95 1.77 4.75 0.43 -1.26 -1.33 -2.41

2000-08 -1.12 -0.90 0.07 2.97 -2.18 1.63 -0.47

Sec 1: Agriculture, hunting, forestry and Vshing.
Sec 2: Mining and utilities.
Sec 3: Manufacturing.
Sec 4: Construction.
Sec 5: Wholesale, Retail, Trade, Restaurants and Hotels.
Sec 6: Transport, storage and communication.
Sec 7: Business activities, Vnance, housing, personal and public sector services.
Source: Authors’ calculations using data from the UN National Accounts Main Aggregates
Database and World Development Indicators (World Bank).
Note: Only individual G-20 countries not included in Table 10.2 have been included in this table.
The EU is a G-20 member but not included in the table.

Table 10.8: Percentage point changes of sectors’ contribution (value added) to selected G20 economies,
decades
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Country Decade Sec 1 Sec 2 Sec 3 Sec 4 Sec 5 Sec 6 Sec 7

Italy

1970s -2.75 -0.53 1.32 -2.12 1.77 0.68 1.63
1980s -2.54 0.74 -5.48 -1.06 0.28 0.07 7.99
1990s -0.70 -0.19 -2.44 -1.15 0.07 0.85 3.57

2000-08 -0.77 0.19 -2.47 1.26 -1.60 0.20 3.20

Korea

1970s -13.11 0.64 6.05 2.81 -1.65 1.39 3.88
1980s -7.32 -0.55 2.05 2.51 -0.22 -1.12 4.66
1990s -4.06 0.23 1.64 -3.45 -1.10 0.54 6.22

2000-08 -1.95 -1.19 -0.40 0.08 -1.50 -0.13 5.09

Mexico

1970s -3.51 7.67 -0.39 1.34 -2.35 1.72 -4.48
1980s -0.37 -2.00 1.25 -2.77 -1.32 0.90 4.30
1990s -3.19 -1.93 0.68 1.52 -0.80 1.40 2.31

2000-08 -0.73 3.92 -3.25 0.87 -1.13 -0.74 1.06

Russian Federation
1990s -10.99 -2.74 -4.26 -3.64 17.26 -1.33 5.69

2000-08 -2.39 1.75 -4.76 -0.23 -2.58 0.17 8.04

Saudi Arabia

1970s -3.29 12.54 -4.25 4.01 -0.56 -2.04 -6.40
1980s 4.75 -26.11 4.50 -0.96 2.44 2.05 13.34
1990s -0.80 4.61 1.04 -0.63 0.31 -0.44 -4.08

2000-08 -2.63 19.86 -1.35 -2.07 -2.19 -1.15 -10.47

South Africa

1970s -0.97 12.32 -1.18 -0.94 -2.81 -0.91 -5.51
1980s -1.57 -10.38 2.01 0.10 2.64 -0.28 7.49
1990s -1.36 -2.89 -4.66 -0.76 0.37 1.45 7.85

2000-08 -0.30 1.64 -2.23 1.03 -1.29 -0.31 1.45

Turkey

1970s -9.77 0.25 1.48 -0.43 3.22 2.66 2.58
1980s -6.68 1.14 6.43 0.65 2.69 0.66 -4.90
1990s -2.65 -0.10 -7.66 -1.19 -0.89 2.71 9.78

2000-08 -2.32 0.83 -3.45 -0.16 -0.06 2.79 2.38

United Kingdom

1970s -0.77 4.93 -5.74 -0.18 -1.43 -1.55 4.74
1980s -0.28 -4.70 -2.79 0.69 1.46 1.30 4.32
1990s -0.78 -0.09 -4.75 -1.47 1.97 0.17 4.95

2000-08 -0.42 0.11 -4.95 1.41 -0.93 -1.14 5.92

Sec 1: Agriculture, hunting, forestry and Vshing.
Sec 2: Mining and utilities.
Sec 3: Manufacturing.
Sec 4: Construction.
Sec 5: Wholesale, Retail, Trade, Restaurants and Hotels.
Sec 6: Transport, storage and communication.
Sec 7: Business activities, Vnance, housing, personal and public sector services.
Source: Authors’ calculations using data from the UNNational Accounts Main Aggregates Database andWorld
Development Indicators (World Bank).
Note: Only individual G-20 countries not included in Table 10.2 have been included in this table. The EU is a
G-20 member but not included in the table.

Table 10.9: Percentage point changes of sectors’ contribution (value added) to selected G20 economies,
decades
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Country Decade Sec 1 Sec 2 Sec 3 Sec 4 Sec 5 Sec 6 Sec 7

Argentina
1980s -1.49 -0.34 -3.55 -3.68 2.27 0.23 6.57
1990s -2.56 -0.02 -5.57 -1.50 0.57 1.94 7.15

2000-08 -1.15 -0.26 -0.70 1.47 0.46 0.57 -0.39

Australia
1980s -0.89 -0.90 -4.82 -0.19 1.00 -0.55 6.36
1990s -0.64 -1.01 -2.47 0.14 -0.07 -0.21 4.26

2000-08 -1.65 0.68 -2.31 1.48 -0.95 -0.10 2.84

Brazil 2000-07 -0.40 -0.05 0.95 -0.31 0.14 -0.29 -0.04

Canada
1980s -1.35 -0.54 -4.36 0.41 1.67 0.10 4.07
1990s -0.79 -0.59 -0.12 -0.80 -0.57 0.21 2.65

2000-08 -0.96 0.56 -3.36 1.73 -0.20 -0.93 3.17

France
1980s -2.80 -0.21 -4.40 -1.25 1.16 0.18 7.33

2003-08 -1.17 -0.20 -1.83 0.57 -0.12 -0.05 2.81

India
1980s -5.51 0.21 0.73 0.68 2.33 0.32 1.24
1990s -4.99 0.05 2.87 1.46 0.38 0.53 -0.30

2000-04 0.36 0.06 -1.16 -0.20 0.85 -0.11 0.19

Indonesia
1980s -0.44 -0.01 1.13 -0.52 1.57 0.19 -1.93
1990s -10.69 -0.29 2.80 1.17 5.96 2.02 -0.97

2000-08 -4.93 0.66 -0.71 1.42 0.13 0.96 2.47

Italy
1980s -5.19 0.00 -4.14 -1.21 2.78 -0.14 7.90
1990s -3.55 0.02 1.02 -1.04 -1.38 0.27 4.66

2000-08 -1.45 -0.32 -2.63 0.80 0.43 -0.07 3.24

Korea
1980s -16.12 -0.40 5.55 1.28 2.62 0.58 6.50
1990s -7.28 -0.44 -6.83 0.04 5.41 0.86 8.24

2000-08 -3.46 0.10 -3.49 0.21 -3.13 2.00 7.77

Mexico
1990s -9.32 -0.31 3.81 0.30 6.51 0.79 -1.77

2000-08 -4.44 -0.01 -3.04 1.90 2.66 0.12 2.80

Russian Federation
1990s 0.58 1.70 -7.87 -5.76 5.27 0.68 5.39

2000-08 -5.85 0.30 -2.28 2.51 3.71 0.82 0.78

Saudi Arabia 2000-08 -1.31 -0.92 -1.32 0.34 0.65 0.30 2.27

South Africa 2000-08 -10.11 -2.67 1.30 2.69 2.51 0.80 5.47

Turkey
1990s -10.90 -0.34 2.03 1.62 6.27 0.68 0.63

2000-08 -12.34 0.17 3.12 -0.47 3.89 0.19 5.43

United Kingdom
1980s -0.47 -1.05 -5.63 1.55 0.99 0.06 4.56
1990s -0.60 -1.01 -5.51 -0.86 -0.47 0.44 8.01

2000-08 -0.07 0.00 -4.84 0.96 -0.61 -0.13 4.70

Sec 1: Agriculture, hunting, forestry and Vshing.
Sec 2: Mining and utilities.
Sec 3: Manufacturing.
Sec 4: Construction.
Sec 5: Wholesale, Retail, Trade, Restaurants and Hotels.
Sec 6: Transport, storage and communication.
Sec 7: Business activities, Vnance, housing, personal and public sector services.
Source: Authors’ calculations using data from the UN National Accounts Main Aggregates Database and
World Development Indicators (World Bank).
Note: Only individual G-20 countries not included in Table 10.2 have been included in this table. The EU is a
G-20 member but not included in the table. For Mexico, employment data used for the 1990s cover the years
1991-2000.

Table 10.10: Percentage point changes of sectors’ contribution (employment) to selected G20 economies,
decades
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11.1 Introduction

During the 2008-2009 Vnancial crisis, manufacturing was hit severely in many coun-

tries. The collapse of international trade in particular led many Vrms to exit export

markets, or even to cease activities. In this paper we analyze the factors behind the

resilience of exporters during the crisis. Using French Vrms as a case study, we ask

the data why were some exporters less severely aUected than others during the trade

collapse.

Let us Vrst return to the alternative explanations that have been provided to explain

the collapse of trade during Vnancial crises. Chor and Manova (2012) analyze the ef-

fect that credit conditions had on international trade during the recent global crisis
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by examining the evolution of monthly US imports over the November 2006 to Octo-

ber 2009 period, and compare trade patterns before and during the crisis. They Vnd

that during the crisis period, countries with tighter credit availability exported less to

the US, relative to other countries. Amiti and Weinstein (2011) show that Japanese

banks transmitted Vnancial shocks to exporters during the systemic crisis in Japan

that took place in the 1990s. Ahn et al. (2011) review evidence that Vnancial factors

may have resulted in a greater decline in exports than were predicted in models with-

out Vnancial frictions. In the same vein, Bricongne et al. (2012) Vnd that the exports

of French Vrms in more external Vnance-dependent sectors were more adversely hit

during the recent global crisis. Finally, Berman et al. (2012) found that the fall in trade

caused by Vnancial crises is magniVed by the time-to-ship goods between the origin

and the destination country. Because risk of default increases with time to ship, this

aggregate and Vrm level evidence points to the existence of Vnancial frictions that are

exacerbated during a Vnancial crisis.

However, some economists have downplayed the role Vnancial frictions when ex-

plaining the drop in international trade. Levchenko et al. (2010) emphasize the dis-

ruption of global production lines and the reduction in trade in intermediate goods

during the recent Vnancial crisis to explain that the fall in trade was larger than the

fall in output, and therefore conclude that trade Vnance played a minor role in the

trade collapse of 2008-2009. Eaton et al. (2011) quantify the relative contributions

of changes in demand versus changes in trade frictions, using a general equilibrium

model of production and trade. They also conclude that the fall in demand was more

important.

Whatever the exact mechanisms behind the trade collapse may be, some Vrms have

been more resilient than others, which is our topic of interest. It is well known that

larger and more productive Vrms are more resilient to shocks than others. However,

we know little about how the local environment of Vrms and how public policies aUect

this resilience. In this paper, we focus on a speciVc dimension of the local environment

of Vrms and on a speciVc type of public policy, namely clusters and cluster policies, as

determinants of a speciVc type of resilience, namely resilience on the export markets.

To document the resilience of clusters and Vrms that beneVt from cluster policies, we

use data on the French exporters from 2004 to 2009.

Since the end of the 1980’s, agglomeration economies have been used to justify

cluster policies by national and local governments. This has been the case in Germany,

Brazil, Japan, Southern Korea, Spanish Basque country or more recently in France (see

Duranton et al., 2010). The economic literature on the empirical evaluation of these
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cluster policies is relatively scarce, as noted by Neumark and Simpson (2014) in their

recent literature review on place-based policies, when compared in particular to the

numerous studies conducted by government agencies and consulting Vrms. Most of

these use qualitative methodologies and are quite descriptive in nature (for a recent

survey of evidence, see Duranton, 2011).

In two previous papers (Martin et al., 2011a,b), we Vnd mixed evidence on the ef-

fect of clusters and cluster policies. In Martin et al. (2011a), we use Vrm and plant

panel data to measure the strength and the shape of agglomeration externalities in

France, very closely to the micro theories. The sample covers the whole manufactur-

ing sector. The estimation relies on GMM, and thus on short-run (yearly) variations

of the variables. We Vnd that in the short-run, taking into account several possible

biases, localization economies are the only signiVcant agglomeration externalities in

the French economy. Hence, the starting point of those who favor cluster policies is

right: there are productivity gains associated to clusters. However, the elasticity of

Vrm-level TFP to the size of its own sector at the local level is rather low, equal to 5%

(in line with measures obtained in other contexts, see Rosenthal and Strange, 2004),

not because agglomeration economies are weak, but because those gains seem to be

already well internalized by Vrms in their location decisions. Indeed, we show that

localization economies are bell-shaped, and the comparison between an estimated ge-

ographical distribution of plants that would maximize productivity and the one that is

actually observed suggests no large gap, at least in the French case. It points neither to

a situation where geography is too concentrated and specialized, nor to a geography

that needs more clustering. In the same vein, note that many papers studying Vrm

location decisions show that the presence of other Vrms in a region increases signiV-

cantly the probability that a plant chooses to locate in this region (see, e.g., Head et al.,

1999; Crozet et al., 2004; Devereux et al., 2007). Consequently, since Vrms internalize

quite well agglomeration economies in their location decisions, the gains we can ex-

pect from more clustering are, at least in the short-run, relatively small. Of course,

this result is “only" about productivity and is not about welfare, which agglomeration

could aUect through other channels than productivity. However, this suggests that

even though the starting point of cluster policy advocates is right, their conclusion

advocating costly public intervention to favor agglomeration is dubious, at least in

France. Moreover, in Martin et al. (2011b), we use the same dataset to evaluate the

Vrst cluster policy implemented in France at the end of the 1990’s, the “Systèmes Pro-

ductifs Locaux” policy. This policy aimed at boosting collaborations between Vrms

located in the same region and operating in the same sector, in order to enhance Mar-
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shallian externalities and increase Vrm-level performance. A modest subsidy (40,000

euros on average) was oUered to various groups of Vrms willing to fund a collective

action (creation of a common brand, participation to an international fair etc.). Based

on diUerence-in-diUerences and matching techniques, we Vnd that the policy, contrary

to its oXcial goal, helped declining Vrms operating in declining sectors and areas, and

had no measurable impact on Vrm-level productivity, employment or exports.

This does not necessarily mean that all cluster policies are ineXcient at improv-

ing Vrm-level performance. Falck et al. (2010) study a Bavarian cluster policy that is

more speciVcally oriented towards high-tech industries, and Vnd a positive eUect on

Vrm-level innovation and on R&D collaborations between Vrms and labs. Bellégo and

Dortet-Bernadet (2014) evaluate the eUect of the French competitiveness cluster policy

on Vrm-level R&D expenses. They focus on small and medium sized Vrms. They Vnd

a positive eUect of the participation to French competitiveness clusters (in a context of

contemporaneous expansion of the R&D tax credit oUered to French Vrms, the Crédit

Impôt Recherche), equivalent in size to the amount of subsidies the Vrms receive. There

is thus neither a windfall eUect nor a multiplier eUect of the policy. They also Vnd an

increase in the number of R&D employees in treated Vrms. Finally, Viladecans and

Arauzo-Carod (2012) show that the public incentives oUered to develop a cluster of

knowledge-intensive activities in a speciVc district of Barcelona had a small positive

eUect on the decision of high-tech Vrms to locate in the targeted district.

These conWicting results suggest that the eUect of cluster policies might heavily

depend on the context and the design of these policies: the nature of the incentives

(R&D, location, infrastructure subsidies), their size, the type of industries and the type

of regions are certainly important determinants of the eUectiveness of this speciVc

type of industrial policy. Indeed, not all Vrms, sectors or regions might need some

help to innovate, some clusters might already have reached their optimal size while

others not, proVtable collaborations might sometimes involve nearby Vrms or labs

while in some other cases the adequate partners might be located further away etc.

Another strand of the literature related to this chapter focuses on export spillovers,

i.e. on the role of surrounding exporters on Vrm-level export activities. The un-

derlying idea is that the presence of other exporters might reduce the Vxed and/or

the variable export costs Vrms have to pay to serve foreign markets, through the ex-

change of information or the mutualization of some of these costs. In a pioneer work,

Aitken et al. (1997) show for example that the probability that Mexican plants export

in a given year is positively related to the presence of multinationals. More recently,

Koenig (2009) and Koenig et al. (2010) show on French data that the presence of other
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exporters (whatever their nationality) increases the probability that French Vrms start

exporting a given product to a given country; however, these spillovers occur at a

very Vne level in terms of activity, being stronger when speciVc to the product and

the destination country that are considered. Moreover, existing studies suggest that

export spillovers mainly aUect the Vrm-level extensive margin of trade (export status

or export entry), rather than the intensive margin (value of exports).

While the positive impact of agglomeration on Vrm-level productivity, exports or

innovation is now well documented, little is known about the potential eUect of clus-

ters on Vrm resilience. In the present paper, we deal with this issue and ask whether

the probability to remain on an export market and, conditioning on staying, the

growth rate of Vrm-level exports, are correlated to the presence of other exporters,

and to the fact that Vrms beneVt from cluster policies. We are speciVcally interested

on how this correlation behaves during the Vnancial crisis of 2008-2009. Such an issue

is particularly important for developed economies in a context of structural change,

where more and more industrial activities are oUshored; indeed, if the presence of

other producers and exporters positively aUects Vrm-level resistance to shocks, the

“desindustrialization” process could be reinforced in a context of crisis due to weaker

spillovers.

In our analysis, we distinguish the eUect of surrounding exporters from the speciVc

behavior of French Vrms that are part of clusters beneVting from public support. We

are more speciVcally interested in a cluster policy, the “poles de competitivité (com-

petitiveness clusters)” policy, which was launched in 2005. This policy is based on

calls for tender leading to Vnancial subsidies for innovative projects which are man-

aged collectively by Vrms, research departments and universities. The map of these

clusters shows that they are quite dispersed on the French territory. Most commenta-

tors have analyzed this geography (which does not correspond fully to the industrial

geography of France) as the result of political constraints that obliged policy-makers

to “give” a cluster to each of the large regions of the country. Regarding the eUect of

the competitiveness cluster policy, we do not want to interpret the correlations we ob-

serve as causal, since many unobservable characteristics of the Vrms could both make

them good candidates to be selected in publicly subsidized clusters and to be more

resilient. We therefore want to stay cautious in terms of causal interpretation, even

though we control for many characteristics of the Vrms and of their local environment

in our analysis.

Insert Figure 11.1 here.
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Our results show that the agglomeration of exporters positively aUects the survival

probability of Vrms on export markets, and conditioning on survival, the growth rate

of their exports. These spillover eUects are not stronger during the crisis; if anything,

the opposite is true. Moreover, we Vnd that on average, exporters that belong to com-

petitiveness clusters are more likely to survive on export markets, and conditioning

on survival, their exports increase more rapidly. However, this premium is consider-

ably reduced during the 2008-2009 crisis. We then show that this weaker resilience

of competitiveness cluster Vrms is probably due to the fact that Vrms in clusters are

more dependent on the fate of the “leader”, i.e. the largest exporter in the cluster.

Section 11.2 details our empirical strategy and section 11.3 presents our results. Sec-

tion 11.4 concludes.

11.2 Determinants of Vrm-level resilience on export markets:

estimation strategy

We use the French customs dataset that is now well-known and has been extensively

used in other studies (see Berman et al., 2012, for example). We exploit the informa-

tion available on Vrm-level export values from 2004 to 2009 at the Vrm-sector (hs2)-

destination country level. The information on the municipality where Vrms are lo-

cated is taken from the SIRENE database, which records various data for all plants

operating in France.

11.2.1 Estimating equation

We study two dimensions of Vrm-level resistance on export markets: the probability

to survive, and conditioning on surviving, the growth rate of exports. We conduct the

analysis at the Vrm-sector (hs2)-destination country level. Firm-level export activities

are subject to a lot of annual entries and exits which are linked to experimentations

or occasional transactions for Vrms (see, e.g., Eaton et al., 2007; Albornoz et al., 2012).

These movements do not necessarily reWect deep patterns of Vrm-level exports; in

order to smooth the possible noise introduced by these multiple entries and exits, we

focus on survival and export growth over periods of two years. Since we analyze

customs data from 2004 to 2009, we have in the end a sample composed of four waves

(from 2004-2006 to 2007-2009).
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The main equation we estimate has the following form:

yidsct = αcci + βcci × crisist + δXi(sc)t−2 + γXi(sc)t−2 × crisist

+ηYd(sc)t−2 + νYd(sc)t−2 × crisist + usct + εidsct, (11.1)

where, on the left-hand side, we are interested by either the probability to remain on

an export market or, conditioning on survival, by the growth rate of exports for Vrm

i, located in département d1, exporting in hs2 sector s, to country c, at time t.2 cci is a

dummy that equals 1 if Vrm i is in a competitiveness cluster, whatever the year. Since

the competitiveness clusters are labeled in 2005 and the Vrst subsidies are allocated in

2006, there is no before/after analysis for the estimation of α in our regressions. This

is why we do not claim to provide an evaluation of the impact of the French competi-

tiveness cluster policy on Vrm-level resilience on export markets. We rather document

a possible gap in terms of survival between Vrms selected in these clusters and other

Vrms, this gap being possibly diUerent during the crisis, as captured by the coeXcient

β. Indeed, crisist is a dummy that equals 1 if the observation is during the crisis pe-

riod (2008 and 2009). Xi(sc)t−2 correspond to Vrm-level controls at the beginning of

the two-year period considered. These are the number of sectors and countries the

Vrm exports to, and the value of its total exports by sector and/or destination. Hence,

we take into account the fact that bigger exporters or exporters with a larger port-

folio in terms of sectors and/or destinations are probably more resilient to negative

shocks. Note that since we use customs data only, and not balance sheet data, these

variables proxy for Vrm-level TFP, more productive Vrms being also bigger exporters.

We also include Yd(sc)t−2 which are département-level controls: these are the number

of exporters by sector and/or destination, to measure potential externalities from sur-

rounding exporters on Vrm-level resistance on export markets, and the Balassa index

of specialization of exports at département-sector and département-country level, to

control for local comparative advantage.3 Finally, we include usct which are sector-

country-year Vxed eUects. They control for all time-varying characteristics that are

speciVc to both the sector and the destination country: these Vxed eUects capture in

particular both supply and demand shocks that are sector and destination speciVc.

Firm and département controls are also interacted with the dummy identifying the

years of the crisis.

1Départements are administrative entities; there are a bit less than 100 départements in France.
2Note that following Davis et al. (1998), the growth rate of exports is computed taking the average size of exports in t and

t− 2 as the denominator, so as to reduce noise and regression to the mean issues. As a consequence, the growth rate of exports
is bounded by -2 for disappearing Wows and 2 for new trade Wows.

3Which might explain both the agglomeration of exporters for certain types of sectors and destinations and Vrm-level export
performance.
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Given this speciVcation, our estimation is based on repeated cross-sections: the

coeXcient on the competitiveness cluster dummy is obtained comparing competi-

tiveness cluster Vrms to other Vrms exporting to the same market (sector-destination

country) in a given year, while spillovers are estimated comparing Vrms exporting to

the same market but located in diUerent départements.4

The interaction terms capture the diUerence in the impact of these variables during

crisis as compared to normal times.

Finally, the information on exports is available at the Vrm-level, and not at the

plant-level. For multi-plant Vrms which are active in diUerent départements, all the

département-level variables are thus subject to measurement error.5 Our baseline re-

sults restrict the sample to single-plant Vrms to minimize those measurement issues.

However, we have checked that results are the same when we use all Vrms, con-

sidering in that case that multi-plant Vrms are located in the département of their

headquarters (Tables A-2 and A-3).

11.2.2 Descriptive statistics

We Vrst provide descriptive statistics on the survival rate and the growth rate of ex-

ports (conditioning on survival) separately for competitiveness cluster Vrms and for

the other Vrms. “Normal times” corresponds to the waves 2004-2006 and 2005-2007,

and the “Crisis” to the waves 2006-2008 and 2007-2009; indeed, as shown by Bricon-

gne et al. (2012), the collapse of French exports associated with the crisis starts in

September 2008.

Table 11.1 reveals that competitiveness cluster Vrms are much bigger than the oth-

ers: they export more and have a wider export portfolio, both in terms of sectors

and destinations, resulting into a higher number of observations at the Vrm-sector-

destination country level. This is in line with the results obtained by Fontagné et al.

(2013), who analyze the characteristics of the exporting Vrms selected in the French

competitiveness clusters. Their survival rate on export markets and the growth rate of

their exports are also higher. Competitiveness cluster Vrms are thus bigger and more

resistant exporters as compared to other Vrms, both in normal times and during the

crisis. However, given the results of Fontagné et al. (2013) a clear selection eUect may

be at work here in the sense that better performing and more resilient exporters may

have been selected to be part of competitiveness clusters. Hence, we will be careful
4We do not take into account potential spatial correlation in the explanatory variables or in the residuals. However, other

papers studying export spillovers on Vrm entry, such as Koenig et al. (2010) or Mayneris and Poncet (2015), show that taking into
account agglomeration in surrounding regions does not aUect substantially the results.

5Since a Vrm is “located” in the département of its headquarters, which might be diUerent from where its actual production
for export is.
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not to draw causality interpretations from our regressions relating performance or

resilience and the competitiveness cluster status.

However, the evolution of the gap between competitiveness cluster Vrms and the

other exporters provides a slightly diUerent picture. Both the survival rate and the

growth rate of total exports decreases during the crisis for competitiveness cluster

Vrms: 63% of their export Wows survive during the crisis on average, vs 66% in normal

time, and their total exports decrease by 7% during the crisis, while they are increasing

by 12% on average in normal times. Hence, the survival rate of their transactions

decreases by 3 percentage point, and the growth rate of their overall exports by 19

percentage point. For the other exporters, the survival rate remains the same, equal

to 53%, while the growth rate of their exports decreases by 12 percentage points only,

from 3% to -9%. Quite surprisingly, when comparing normal to crisis times, it thus

seems that competitiveness cluster Vrms suUered more during the crisis.

These patterns could be due to the fact that big Vrms were more aUected by the

crisis. Figure 11.2 presents the predicted survival probability at the Vrm-sector (hs2)-

destination country level, estimated from a linear probability model6 that controls for

the initial size of the export Wow and time trends. It is clear that on average, Vrms in

competitiveness clusters are more resistant on export markets. But while non-cluster

Vrms exhibit a very similar survival probability is in normal and in crisis times, those

in competitiveness clusters see their survival probability decrease during the crisis.

This is true for the entire sample of Vrms and for single plant Vrms only. Hence, con-

trolling for the size of the initial export Wow does not aUect the picture provided by

Table 11.1.

Insert Figure 11.2 here.

Other Vrm-level characteristics, such as the sector of activity and the width of the

export portfolio, or local characteristics such as the number of surrounding exporters

and local comparative advantages, could be correlated to both the presence in compet-

itiveness clusters and survival on export markets during the crisis. We address these

issues in the econometric analysis.

6Graphs are very similar when the predicted probabilities are computed with a logit estimation.
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11.3 Empirical results

11.3.1 Baseline results

We Vrst estimate the determinants of the probability that Vrms exporting in a given

sector to a given country at time t − 2 remain active on that market in t. We use a

linear probability model, which has the decisive advantage of making interpretation of

interaction terms much easier. We moreover investigate whether these determinants

vary during crisis, as compared to normal times.

Regression (1) in Table 11.2 shows that when we do not control for Vrm per-

formance indicators, exporters that belong to competitiveness clusters have a much

higher probability to stay on a given export market: their survival probability is higher

by 10 percentage points. However, this is less the case during the crisis, as the inter-

action term with the two years of crisis (2008-2009) turns out to be negative and sig-

niVcant (even though it is small): during the crisis, their survival probability is higher

by 8.3 percentage points only. Hence, in line with previous descriptive statistics, Vrms

belonging to competitiveness clusters appear to be less resilient, even when the sector

and the destination of exports are controlled for.

In regression (2) we control for some of the characteristics of the environment of

the Vrm. We control in particular for the number of exporters located in the same

département. We distinguish four types of surrounding Vrms: those that export to the

exact same market (same sector-same destination) as the one considered on the left-

hand side, Vrms exporting in other sectors but to the same country, Vrms exporting

in the same sector but to other countries, and Vrms exporting to completely diUerent

export markets. These variables can be interpreted as a measure of “natural” clus-

ters. Note Vrst that this measure is also correlated to the survival of Vrms on export

markets. In particular, being surrounded by Vrms exporting to the exact same market

positively aUects Vrm-level survival probability on that market. This is interesting and

to our knowledge this is a Vrst time that Vrm resilience has been shown to be related

to clustering. However, these spillovers are not stronger during the crisis; if anything,

the opposite is true. Controlling for the size and the composition of the pool of sur-

rounding exporters barely changes the gap between competitiveness cluster Vrms and

the others in terms of survival probability, either in normal time or during the crisis.

In regression (3), we control for some Vrm-level observable performance charac-

teristics, such as the size and the composition of exports (following the same decom-

position as the one adopted for the pool of surrounding exporters) and the number

of sectors and countries in the export portfolio of the Vrm; the “average” premium of
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competitiveness cluster Vrms in terms of survival rate falls a lot, and is now equal to

3.1 percentage points only: this suggests that a selection eUect into these competitive-

ness clusters exists. To save space, the coeXcients on Vrm-level characteristics are not

detailed, but by and large, bigger Vrms have higher survival rates.7 Hence, around two

thirds of the survival premium of competitiveness cluster Vrms in normal times can be

attributed to their bigger size. However, the weakening of this correlation during the

crisis persists, with a coeXcient that remains equal to -0.016. The introduction of local

comparative advantage measures in regression (4) does not change the results. Hence,

even when sector, destination, Vrm-level and local characteristics are controlled for,

competitiveness clusters appear less resilient, i.e. they suUer more during a crisis.

The picture is even reinforced in relative terms, since in the end, their survival pre-

mium is reduced by more than half during the crisis, from 3.1 percentage points to 1.5

percentage points.

In unreported regressions, we have conducted several robustness checks. Results

remain similar when we focus on the sectors that are most relevant for the exporting

Vrms, i.e. when we eliminate the sectors representing less than 5% of overall Vrm-level

exports, when we distinguish intra-EU and extra-EU exports, when we control for the

fact that Vrms have beneVted from the Vrst cluster policy implemented in France at

the end of the 1990’s8, or when we control for the value of exports of surrounding

exporters instead of their count.

Table A-1 presents the same regression as in column (4) of Table 11.2, but at the

sectoral level. We see that the survival premium for competitiveness cluster Vrms

is the largest for the transport sector. It is positive and signiVcant for all sectors

except for mineral products. Note also that the negative coeXcient on the interaction

term between competitiveness cluster and times of crisis mainly comes from three

sectors: agrifood, machinery and miscellaneous, which represent altogether around

40% of the observations in the entire sample. The weaker resilience of competitiveness

cluster Vrms is thus not a general feature of French exporters; it mainly concerns a few

sectors, that are still quite important in overall French exports.

Finally, Table 11.3 shows that the results on the survival probability extend to the

growth rate of exports, conditioning on survival. Firms in competitiveness clusters

experience on average higher growth rates of exports, but not so during the Vnancial

crisis, which seems to have hit them more strongly. When Vrm-level and local char-

acteristics are taken into account, their average premium on a given market in terms

of export growth rate decreases by more than one third, from 8.6 percentage points in
7And this correlation tends to be reinforced during the crisis.
8The “Systèmes Productifs Locaux” policy hat we evaluate in Martin et al. (2011b).
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normal times to 5.6 percentage points.

11.3.2 The role of the leader

After having shown that competitiveness cluster Vrms suUer more than others dur-

ing the crisis, even when individual and local characteristics are controlled for, we

dig deeper to understand the reasons explaining this weaker resilience. One expla-

nation could be that the survival of competitiveness cluster Vrms on export markets

heavily depends on the export performance of a leader Vrm. Indeed, clusters are often

viewed as a network of Vrms with strong relations, whether these relations go through

market mechanisms (between input and output suppliers for example) or non-market

ones (technology spillovers or cooperation on speciVc projects). These strong rela-

tions may generate local dependence, and this local dependence may be hierarchical

in that the largest Vrms/exporters may have more inWuence than others. This is cer-

tainly the case for input suppliers. Think of Airbus in Toulouse for example, and its

network of local partners, suppliers and subcontractors. Due to the tight relationships

between them, we can imagine that the export performance of Airbus strongly aUects

the performance of the other local Vrms active in the aerospace industry. If this the

case, part of the weaker resilience of competitiveness cluster Vrms during the crisis

might be related to an ampliVcation of the shock, due to their stronger dependence on

one leading exporter in the region, when is itself strongly hit by the crisis. A related

literature (Crespo et al., 2013, is a recent example) has formulated several hypotheses

linking the resilience of the cluster to key statistics of the network structure linking

Vrms. The deVnition of cluster resilience in this literature is both larger and richer

than in our study and is analyzed in an evolutionary economic geography framework.

Our test of the impact of the dependence on the leader can be interpreted as a test of

whether linkages to the main node of the network matter in resilience to shocks.

In this section, given the focus of our analysis, we restrict the sample to exporters

that are active in sectors and départements in which there are also competitiveness

cluster Vrms. We deVne the leader as the largest competitiveness cluster exporter in a

given sector (hs2) and a given département at time t− 2.

Since we have restricted our sample, the coeXcient on the dummy identifying com-

petitiveness cluster Vrms is now estimated comparing competitiveness cluster Vrms

to non-cluster Vrms which are active in the same sector-départements as competitive-

ness cluster Vrms. In column (1) of Table 11.4, we verify that we still measure weaker

resilience for competitiveness cluster Vrms. The “raw” survival premium in normal

times is now reduced (from 10 percentage points to 3.8 percentage points), in line with
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Fontagné et al. (2013) who show that, within sectors, the French competitiveness clus-

ters have been labeled in the best performing départements. However, we still observe

a strong reduction of this premium during the crisis. In regression (2), we control for

the survival (or not) of the leader. We Vnd that in normal times, the fact that the leader

survives on export markets increases the survival probability of Vrms exporting in the

same sector-département. This is indicated by the positive coeXcient on the dummy

“cluster leader stays”.9 Next, we see that this dependence eUect is even stronger when

the Vrm belongs to a competitiveness cluster, as indicated by the positive coeXcient

on the interaction term “cluster leader stays" × “Comp. cluster". These two results

remain very robust in the following regressions, where we add Vrm-level controls or

local (département) controls. This shows that the survival on export markets depends

more strongly on the performance of the leader for competitiveness cluster Vrms than

for the other Vrms.

How this dependence behaves during the crisis is less clear and robust. We see that

the crisis reduces the role of the leader, but this eUect disappears once local controls

are added. For Vrms in competitiveness clusters there is no speciVc dependence on the

leader during the crisis. However, it seems now that once Vrm-level characteristics are

controlled for (regressions (3) and (4) of Table 11.4), the survival rates of competitive-

ness Vrms during the crisis and in normal times are not signiVcantly diUerent. These

results consequently suggest that the weaker resilience measured so far was due to

a stronger dependence of competitiveness cluster Vrms on the export activity of the

local leading Vrm, both in normal an in crisis times.

11.4 Conclusion

Clusters are popular among policy makers. There are good reasons for this: geo-

graphical concentration of Vrms operating in the same industry has been extensively

shown to favor Vrm-level economic performance (productivity, exports, innovation

etc.). However, the previous literature has also shown that the gains to expect from

public policies that provide incentives for more clustering are relatively modest, since

agglomeration gains are already partly internalized by Vrms in their location choices.

While previous literature has investigated the eUect of spatial agglomeration and clus-

ters on the level of Vrms’ economic performance, little is known on how Vrms in clus-

ters behave over the business cycle. We tried to Vll this gap by investigating whether

Vrms in clusters resist better to economic shocks than others. In this paper, we use

9This dummy is equal to 1 for around 72% of the observations.
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French customs data to document how agglomeration of exporters is correlated to

export performance of French manufacturing Vrms during the 2008-2009 crisis. On

average, exporters that belong to competitiveness clusters are more resilient in that

their probability to continue exporting on a market is higher than for other Vrms.

However, this premium decreases sharply during the 2008-2009 crisis. We show that

this can be explained by the fact that Vrms in competitiveness clusters are more de-

pendent on the fate of the “leader”, the largest exporter in the cluster. These “stylized

facts" should be interpreted with caution given that causality regarding the eUect of

the policy itself cannot be fully assessed. However, they highlight an interesting fea-

ture of clusters that had been ignored so far: by reinforcing the relationships and the

interdependencies between Vrms, clusters might amplify the transmission of shocks,

and thus increase the volatility of the activity at the local level. This might be for the

best in case of economic booms, or the worse during crises. Policy makers interested

in promoting clusters need to bear it in mind when evaluating the costs and beneVts

of implementing a cluster policy. Hence, the gains of clustering (in terms of produc-

tivity and therefore competitiveness) should be balanced with the risks of too much

specialization and reliance on one sector or one leading Vrm. Large metropolitan ag-

glomerations are able to reap the productivity gains of clusters but also the beneVts

of risk diversiVcation given that they are typically not specialized on one sector or

one Vrm. This is certainly a reason of their continuing success. The constraints on

these large agglomerations are typically congestion constraints such as public trans-

port, housing or pollution. An alternative to public policies that aim at increasing

artiVcially the size of clusters is to help increase the gains from existing clusters espe-

cially in large metropolitan areas. Public research infrastructures or education policies

may certainly help in that matter. Public policies can therefore help reduce congestion

costs that are a clear brake on the expansion of clusters. The congestion of networks

and of public infrastructures, the reduction of quality of life, are well-known exam-

ples. In the case of France, public transport infrastructure in large metropolitan areas

(such as Ile-de-France around Paris) has for example largely been neglected. This type

of public policy is certainly less exciting than the attempt to create a cluster in bio-

technologies or a new Silicon Valley, but the knowledge accumulated by economists

on the subject suggest that it is more reasonable.
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exp. value # hs2 # dest. # obs. surviv. rate exp. growth exp. growth
total Firm×hs2×des. Firm-hs2-dest Firm-hs2-dest total

Competitiveness cluster Vrms

Normal times 49.12 5.7 16.3 37.4 0.66 0.10 0.12
Crisis 47.17 5.7 16.4 37.8 0.63 -0.04 -0.07

Other Vrms

Normal times 2.63 2.6 5.2 9.1 0.53 0.06 0.03
Crisis 2.66 2.6 5.3 9.4 0.53 -0.06 -0.09

Note: All Vgures are averages for the considered cell. Export values are in Million euros. Survival rates and export growh rates are
calculated from t− 2 to t.

Table 11.1: Firm-level descriptive statistics

Dep. variable Prob. to stay. in t
(1) (2) (3) (4)

Cluster dummies
Competitiveness cluster Vrm 0.099*** 0.094*** 0.031*** 0.031***

(0.003) (0.003) (0.002) (0.002)
Competitiveness cluster Vrm × crisis -0.017*** -0.017*** -0.016*** -0.016***

(0.004) (0.004) (0.003) (0.003)
Export cluster variables
Log(# exp., same hs2-country-dep+1) 0.021*** 0.018*** 0.018***

(0.001) (0.001) (0.001)
Log(# exp., same hs2-country-dep+1) × crisis -0.005*** -0.003** -0.003**

(0.001) (0.001) (0.001)
Log (# exp., same hs2-other count., same dep+1) 0.014*** -0.010*** -0.009***

(0.001) (0.001) (0.001)
Log (# exp., same hs2-other count., same dep+1) × crisis -0.002 -0.003* -0.003*

(0.002) (0.002) (0.002)
Log (# exp., other hs2-same country, same dep+1) -0.007*** 0.013*** 0.009***

(0.001) (0.001) (0.001)
Log (# exp., other hs2-same country, same dep+1) × crisis 0.007*** 0.005*** 0.005***

(0.002) (0.002) (0.002)
Log (# exp., other hs2-other country, same dep+1) -0.036*** -0.024*** -0.023***

(0.002) (0.001) (0.002)
Log (# exp., other hs2-other country, same dep+1) × crisis -0.002 0.000 0.000

(0.002) (0.002) (0.002)
Observations 1941836 1941836 1941836 1941836
Avg prob. 0.51
Country-hs2-year Vxed eUect yes yes yes yes
Firm-level controls no no yes yes
Local comparative advantages no no no yes

Note: All explanatory variables taken in t− 2. All regressions clustered at the country-hs2-dep-year level.

Table 11.2: Survival probability: linear probability model (Single-plant Vrms)
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Dep. variable ∆ log(Vrm-hs2-country exports)
(1) (2) (3) (4)

Cluster dummies
Competitiveness cluster Vrm 0.054*** 0.054*** 0.090*** 0.086***

(0.007) (0.007) (0.006) (0.006)
Competitiveness cluster Vrm × crisis -0.029*** -0.029*** -0.031*** -0.030***

(0.010) (0.010) (0.009) (0.009)
Export spillover variables
Log(# exp., same hs2-country-dep+1) -0.013*** 0.010*** -0.011***

(0.003) (0.002) (0.003)
Log(# exp., same hs2-country-dep+1) × crisis 0.004 0.002 0.001

(0.004) (0.004) (0.004)
Log (# exp., same hs2-other count., same dep+1) 0.006* -0.009*** -0.036***

(0.003) (0.003) (0.003)
Log (# exp., same hs2-other count., same dep+1) × crisis -0.008* -0.005 -0.009*

(0.005) (0.004) (0.005)
Log (# exp., other hs2-same country, same dep+1) 0.014*** 0.052*** 0.058***

(0.004) (0.004) (0.004)
Log (# exp., other hs2-same country, same dep+1) × crisis -0.017*** -0.016*** -0.003

(0.005) (0.005) (0.006)
Log (# exp., other hs2-other country, same dep+1) -0.014*** -0.058*** -0.021***

(0.004) (0.004) (0.005)
Log (# exp., other hs2-other country, same dep+1) × crisis 0.024*** 0.021*** 0.013**

(0.006) (0.006) (0.006)
Observations 995251 995251 995251 995251
Country-hs2-year Vxed eUect yes yes yes yes
Firm-level controls no no yes yes
Local comparative advantages no no no yes

Note: All explanatory variables taken in t− 2. All regressions clustered at the country-hs2-dep-year level.

Table 11.3: Growth-rate between t− 2 and t - Firm/hs2/country (Single-plant Vrms)

Dep. variable Prob. to stay. in t (linear probability model)
(1) (2) (3) (4) (5)

Cluster dummies
Competitiveness cluster Vrm 0.038*** -0.116*** -0.107*** -0.022* -0.031**

(0.004) (0.011) (0.015) (0.013) (0.012)
Competitiveness cluster Vrm × crisis -0.021*** -0.026*** -0.047** -0.000 -0.000

(0.006) (0.006) (0.021) (0.018) (0.018)
Dummy "cluster leader stays" 0.014*** 0.018*** 0.006*** 0.006***

(0.001) (0.002) (0.002) (0.002)
Dummy "cluster leader stays" × Comp. cluster Vrm 0.168*** 0.156*** 0.056*** 0.061***

(0.011) (0.016) (0.013) (0.013)
Dummy "cluster leader stays" ×crisis -0.007*** -0.006** -0.003

(0.002) (0.002) (0.002)
Dummy "cluster leader stays" × Comp. cluster Vrm×crisis 0.026 -0.023 -0.024

(0.022) (0.019) (0.019)
Cluster leader exp. growth -0.001 -0.003*** -0.001 -0.000

(0.000) (0.001) (0.001) (0.001)
Cluster leader exp. growth× Comp. cluster Vrm 0.001 -0.001 -0.005 -0.003

(0.003) (0.004) (0.004) (0.004)
Cluster leader exp. growth× crisis 0.004*** 0.000 -0.001

(0.001) (0.001) (0.001)
Cluster leader exp. growth× crisis× Comp. cluster Vrm 0.002 0.010** 0.009*

(0.005) (0.005) (0.005)
Observations 1172526 1172526 1172526 1172526 1172526
Avg prob. 0.51
Country-hs2-year Vxed eUect yes yes yes yes yes
Firm-level controls no no no yes yes
Local controls (spillovers and comparative advantage) no no no no yes

All explanatory variables taken in t− 2. All regressions clustered at the country-hs2-dep-year level.

Table 11.4: The role of the leader (Single-plant Vrms)

Appendix
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Dep. variable Prob. to stay. in t
(1) (2) (3) (4)

Cluster dummies
Competitiveness cluster Vrm 0.129*** 0.129*** 0.024*** 0.024***

(0.001) (0.001) (0.001) (0.001)
Competitiveness cluster Vrm × crisis -0.024*** -0.024*** -0.025*** -0.025***

(0.002) (0.002) (0.002) (0.002)
Export cluster variables
Log(# exp., same hs2-country-dep+1) 0.020*** 0.018*** 0.018***

(0.001) (0.001) (0.001)
Log(# exp., same hs2-country-dep+1) × crisis -0.002* -0.001 -0.002*

(0.001) (0.001) (0.001)
Log (# exp., same hs2-other count., same dep+1) 0.012*** -0.014*** -0.011***

(0.001) (0.001) (0.001)
Log (# exp., same hs2-other count., same dep+1) × crisis -0.001 -0.001 -0.002*

(0.001) (0.001) (0.001)
Log (# exp., other hs2-same country, same dep+1) -0.007*** 0.005*** -0.004***

(0.001) (0.001) (0.001)
Log (# exp., other hs2-same country, same dep+1) × crisis 0.003** 0.002 0.006***

(0.001) (0.001) (0.002)
Log (# exp., other hs2-other country, same dep+1) -0.027*** -0.014*** -0.010***

(0.001) (0.001) (0.001)
Log (# exp., other hs2-other country, same dep+1) × crisis -0.001 -0.000 -0.002

(0.002) (0.002) (0.002)
Observations 3739953 3739953 3739953 3739953
Country-hs2-year Vxed eUect yes yes yes yes
Firm-level controls no no yes yes
Local comparative advantages no no no yes

Note: All explanatory variables taken in t− 2. All regressions clustered at the country-hs2-dep-year level.

Table A-2: Survival probability: linear probability model (All Vrms)

Dep. variable ∆ log(Vrm-hs2-country exports)
(1) (2) (3) (4)

Cluster dummies
Competitiveness cluster Vrm 0.034*** 0.034*** 0.081*** 0.077***

(0.003) (0.003) (0.003) (0.003)
Competitiveness cluster Vrm × crisis -0.024*** -0.024*** -0.023*** -0.023***

(0.005) (0.005) (0.005) (0.005)
Export spillover variables
Log(# exp., same hs2-country-dep+1) -0.010*** 0.015*** -0.004**

(0.002) (0.002) (0.002)
Log(# exp., same hs2-country-dep+1) × crisis 0.005* 0.006** 0.008***

(0.003) (0.003) (0.003)
Log (# exp., same hs2-other count., same dep+1) 0.003 -0.014*** -0.034***

(0.002) (0.002) (0.003)
Log (# exp., same hs2-other count., same dep+1) × crisis -0.003 -0.001 -0.001

(0.004) (0.003) (0.004)
Log (# exp., other hs2-same country, same dep+1) 0.008*** 0.047*** 0.057***

(0.003) (0.003) (0.003)
Log (# exp., other hs2-same country, same dep+1) × crisis -0.020*** -0.016*** -0.010**

(0.004) (0.004) (0.004)
Log (# exp., other hs2-other country, same dep+1) -0.007** -0.052*** -0.026***

(0.003) (0.003) (0.003)
Log (# exp., other hs2-other country, same dep+1) × crisis 0.021*** 0.013*** 0.006

(0.004) (0.004) (0.005)
Observations 2041154 2041154 2041154 2041154
Country-hs2-year Vxed eUect yes yes yes yes
Firm-level controls no no yes yes
Local comparative advantages no no no yes

Note: All explanatory variables taken in t− 2. All regressions clustered at the country-hs2-dep-year level.

Table A-3: Growth-rate between t− 2 and t - Firm/hs2/country (All Vrms)
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